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1. INTRODUCTION

Several accounts of aspectual composition, like Dowty’s (1979), Hin-
richs’s (1985), Krifka’s (1986, 1989, 1992), and Moltmann’s (1991),
converge on the idea that the contrast in acceptability between (1) and (2)

(1) John drank wine for an hour

(2) ??John drank a bottle of wine for an hour

is somehow to be related to properties of the predicatesdrink wine and
drink a bottle of winewhich, in event talk, may be stated as follows: an
event of drinking wine may have a proper part which is also an event of
drinking wine, but an event of drinking a bottle of wine cannot have a
proper part which is an event of drinking a bottle of wine. In Krifka’s
account, these properties are described by saying that the predicatedrink
a bottle of wine, unlike the predicatedrink wine, is quantized.1

The fact that several accounts converge on the same idea may be taken
as an indication of the fruitfulness of the idea in explaining the phenomena
that are being investigated. Yet, as we will show, the claim that contrast
(1)–(2) is related to the fact that the predicatedrink a bottle of wine, unlike
the predicatedrink wine, is quantized runs into some problems concern-
ing indefinite NPs likea sequence, a twig, a quantity of N, andsome Ns.
? Parts of this paper were presented at the University of Milan and at the sixth meeting

of SALT. We thank Paolo Casalegno, Greg Carlson, Gennaro Chierchia, Graham Katz,
Manfred Krifka, Mats Rooth and two anonymous referees for comments.

1 The accounts proposed by Moltmann, Hinrichs and Krifka agree that contrast (1)–
(2) is related to these properties, but differ on how the restriction offor-adverbs to non-
quantized predicates is to be derived. Krifka simply assumes that such a restriction is a
condition of applicability offor-adverbs, while Moltmann and Hinrichs derive it from their
quantificational nature. In Dowty’s account, events play no part, but, as Moltmann shows,
a reformulation of his account in a Davidsonian framework would have these properties as
consequences.
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One possible reaction to these problems is to give up the idea that (1)–(2)
have anything to do with quantization. This is not what we propose to do
here. The aim of this paper is to present the problems and to explore some
strategies to solve them,while holding on to the idea that quantization is
at stake in (1)–(2). Our discussion will be couched in the event framework
proposed by Krifka to account for aspectual composition, but we will argue
that the problems we raise, as well as the solutions we propose, can be
stated for other accounts as well, in particular for quantificational analyses
of for-adverbs.

In Sections 2–3, we present Krifka’s analysis of the influence of dif-
ferent NP kinds on aspect and we raise some problems for this analysis
regarding the treatment of indefinite NPs of the formsan Nandsome Ns. In
Section 4, we argue that the same problems also arise for quantificational
analyses offor-adverbs. Section 5 discusses a first attempt to avoid the
problems, an attempt that we argue to be inadequate. Section 6 presents
an account that we regard as a viable solution to the problems posed by
indefinites of formsan N andsome Ns. We call thisthe Kamp-Heim ac-
count, as it is based on the Kamp-Heim analysis of indefinites. In Section
7, we raise more problems for current analyses of aspectual composition,
concerning NPs of the formsmost Ns, less than half of the Ns, more than
one quarter of the Ns, etc. On these problems, the account in 6 has little to
say. We suggest that they can be solved by introducing what we callmax-
imal participantsinto the NP interpretations. This technique may either be
used to supplement the account in 6 or it may be developed to produce an
alternative account of the data treated in 6, as we do in 8. Thus, we end up
with two possible analyses of the quantizing effects of different NP-types.
On one analysis, the Kamp-Heim account of indefinites explains the quant-
izing effects ofan Nandsome Nsand the behavior of quantificational NPs
of forms most Ns, less than half of the Ns, etc. is explainedvia maximal
participants. The other analysis uses maximal participants throughout (we
reserve the namemaximal participants accountfor this second option).
We should say at the outset that we will not try to choose between these
analyses. If the Kamp-Heim account of indefinites is correct, we should
not necessarily expect uniformity in dealing with the quantizing effects of
indefinites and the quantizing effects of quantifiers likemost Ns, etc. Thus,
given the present state of the field, both the mixed analysis and the uniform
one seem to us to be viable accounts of the quantizing effects of NPs. We
sum up the main results and consequences of our investigation in Section
9.
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2. KRIFKA ON ASPECTUAL COMPOSITION

Krifka (1986, 1989, 1992) has proposed an explicit model-theoretic ac-
count of the influence of the reference types of NPs (mass nouns, count
nouns, plurals, etc.) on the temporal constitution of verbal predicates
(activities, accomplishments and achievements). This influence is illus-
trated by the fact that, while the sentences in (4) are perfectly natural, the
sentences in (3) are not acceptable, unless they are understood iteratively:

(3)a. ??John found a flea for ten minutes

b. ??John wrote a letter for an hour

(4)a. John found fleas for an hour

b. John drank milk for an hour

c. John wrote letters for an hour

Krifka’s account is based on the following assumptions. The domain of
entities contains both objects and events. An entity may be combined with
another entity to form their join (the model structure of individual objects
and events is a lattice, as in Link (1983)). Once the domain of entities is
structured in this way, we can define the notion ‘quantized predicate’ as
follows:

∀P [QUA(P )↔ ∀x∀y[(P (x) ∧ P(y))→ ¬y ⊂ x]]
[a predicate P has quantized reference iff no P-entity can be a
proper part of a P-entity]

Krifka’s claim is that the distribution offor-adverbs follows from Assump-
tion 1:

A1. The domain of application offor-adverbs is restricted to non-
quantized event predicates.

In order to derive facts (3)–(4) from this assumption, one needs to provide
a compositional semantics by whichfind a fleaandwrite a letter, unlike
find fleas, drink milkandwrite letters, turn out to be quantized. To see how
this task is accomplished by Krifka, let’s consider some of the translations
given in Krifka (1992) for different NP types and different predicate types:

write[subj,ag][obj,pat] → λe[write′(e)]
find[subj,ag][obj,pat] → λe[f ind ′(e)]
drink[subj,ag][obj,pat] → λe[drink′(e)]
push[subj,ag][obj,pat] → λe[push′(e)]
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a letter[obj,pat] → λPλe∃x[P(e) ∧ Pat(e, x) ∧ letter ′(x)]
a cart[obj,pat] → λPλe∃x[P(e) ∧ Pat(e, x) ∧ cart ′(x)]
milk[obj,pat] → λPλe∃x[P(e) ∧ Pat(e, x) ∧milk′(x)]
letters[obj,pat] → λPλe∃x[P(e) ∧ Pat(e, x) ∧ letters′(x)]
write a letter→ λe∃x[write′(e) ∧ Pat(e, x) ∧ letter ′(x)]
drink milk→ λe∃x[drink′(e) ∧ Pat(e, x) ∧milk′(x)]
write letters→ λe∃x[write′(e) ∧ Pat(e, x) ∧ letters′(x)]
push a cart→ λe∃x[push′(e) ∧ Pat(e, x) ∧ cart ′(x)]

The different behavior of predicates likewrite a letter, drink milk, write
lettersandpush a cartwith respect to durational adverbs is expected once
we assume that the predicates of the translation language meet the follow-
ing properties (we differ from Krifka (1992) in stating mapping to objects
only for non-iterative predicates):

QUA(letter ′)
¬ QUA(letters′)
¬ QUA(milk′)

Mapping to Objects for non-iterative predicates (applied todrink′
andwrite′):2

∀e∀e′∀x[(write′(e) ∧ Pat(e, x) ∧ e′ ⊂ e)→
∃x′[x′ ⊂ x ∧ Pat(e′, x′)]]
∀e∀e′∀x[(drink′(e) ∧ Pat(e, x) ∧ e′ ⊂ e)→
∃x′[x′ ⊂ x ∧ Pat(e′, x′)]]
[If x is the patient of a writing/drinking evente ande′ is a proper
part ofe, there is a proper partx′ of x that is the patient ofe′]

Uniqueness of Objects (applied to drink’ and write’):

∀e∀x∀x′[(write′(e) ∧ Pat(e, x) ∧ Pat(e, x′))→ x = x′]
∀e∀x∀x′[(drink′(e) ∧ Pat(e, x) ∧ Pat(e, x′))→ x = x′]
[If x is the patient of a writing/drinking evente and so isx′, x is
the same asx′]

An immediate consequence of these assumptions is this:

C1. The predicatewrite a letteris quantized.
2 In Krifka (1998), this property is called mapping to subobjects.
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To see why this consequence holds, consider the following reasoning. If
write a letter is not quantized, there are two eventse ande′ that are both
in the denotation of this predicate ande′ ⊂ e. Sincee and e′ are in the
denotation ofwrite a letter, there is anx that is a letter (i.e.,x is in the
denotation ofletter ′) ande is a writing event that hasx as a patient and
there is ay that is a letter ande′ is a writing event that hasy as a patient.
As the patient role ofwrite′ has the property of mapping to objects and
e′ ⊂ e, there must be anx′ such thatx′ ⊂ x andPat(e′, x′). Given that
it is not possible for the same writing event to have two different patients
(uniqueness of objects),x′ = y. Thus,y is a letter andx is a letter and
y ⊂ x. But this contradicts the hypothesis thatletter ′ is quantized. In other
words, given thatwrite′ meets both uniqueness of objects and mapping to
objects, ife is an event of writing a letter, a proper part ofe must be an
event of writing part of a letter. Asletter’ is quantized, a letter part can’t be
a letter. So, no proper part of an event of writing a letter can be an event of
writing a letter. Thus,write a letteris quantized. More generally, assuming
that count nouns are quantized, Krifka can prove consequence C2 [by Th.
10, Krifka (1992)]:

C2. A non-iterative event predicate V whose object role R has the prop-
erties of mapping to objects and uniqueness of objects yields a
quantized predicate when combined with an object of the forma(n)
N.

Notice that, in this theory, predicates likewrite lettersandpush a cartare
not predicted to be quantized, which leads us to expect that they should be
able to occur withfor-adverbs. The reason whywrite lettersdoesn’t turn
out to be quantized is that the predicateletters′ is not quantized, and thus
a proper part of an event of writing letters may still be an event of writing
letters. The reason whypush a cartis not predicted to be quantized is that
pushlacks mapping to objects for non-iterative predicates (a proper part of
an event of pushing a cart may still be an event of pushing the whole cart).

3. SOME PROBLEMS FORKRIFKA

3.1. The Puzzle of Twigs, Sequences and Quantities of Milk

Krifka’s assumption that count nouns are quantized, on which consequence
C2 is based, is problematic with nominal predicates likesequence, twig
and quantity of milk. This fact was originally pointed out by B. Partee
(p.c. to Krifka) and by Mittwoch (1988: fn. 24). For example, the se-
quence of numbers 1,2,3,4,5 is a proper part of the sequence of numbers



228 SANDRO ZUCCHI AND MICHAEL WHITE

1,2,3,4,5,6,7,8,9,10. Thus 1,2,3,4,5,6,7,8,9,10 is a sequence that has a
proper part which is also a sequence. A similar case can be constructed
for the NPsa twig and a quantity of milk: if x is a twig, x may have a
proper part which is also a twig and if x is a quantity of milk, x may have
a proper part which is also a quantity of milk. Thus, the NPsa sequence, a
twig anda quantity of milkshould not introduce quantized predicates in the
logical representation. Yet, the predicateswrite a sequence, find a twigand
drink a quantity of milkare no better thanwrite a letterwith for-adverbs:

(3)b. ??John wrote a letter for an hour

(5) ??John wrote a sequence for ten minutes

(6) ??John found a twig for ten minutes

(7) ??John drank a quantity of milk for an hour

3.1.1. The Hard Line Approach
A radical reaction to the puzzle of the twigs is this: we should simply give
up the assumption that sequences, twigs and quantities of milk may have
proper parts that are sequences, twigs and quantities of milk. As this view
seems to avoid the problem at the cost of giving up a natural intuition, it
must be supported with some argument showing that this intuition should
be abandoned. One such argument was suggested by M. Krifka at the sixth
meeting of SALT.

Suppose a student is given a test and that this test requires that he write
a sequence with a certain property P. For example, the test might require
the student to write a sequence of prime numbers. Now, suppose that the
student writes a sequences which lacks P, although a proper part ofs meets
P. For example, he writes 2,3,5,7,10,11, which is not a sequence of prime
numbers, although it contains the sequence of prime numbers 2,3,5,7 as a
proper part. In this case, the instructor will conclude that the student did
not pass the test and will give him an F. This shows that the proper parts
of a sequence are not themselves sequences, otherwise the student could
claim that he passed the test because a part ofs meets P.

While we agree with the instructor that the student failed the test in
the case described above, we think, however, that the argument fails to
establish that the proper parts of a sequence can’t be themselves sequences.
Even if the sequence the student writes as an answer to the test consists of
smaller sequences, there are perfectly good reasons for the instructor to
disregard these subsequences in evaluating the answer. In order to make
sure that the student does not give the right answer accidentally, a test of
this type presupposes that there is a convention by which the instructor
can single out the sequence the student means as the answer to the test.
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A reasonable convention in this case is that the sequence meant as an
answer is the maximal sequence that the student writes. This convention
is reasonable, since it assumes that the student will not give irrelevant
information in answering the test; after all, any convention that singles
out the relevant sequence as a subsequence of the sequence written by
the student would assume that the student will give irrelevant information
in answering the test. So, the assumption that the sequence the student
writes consists of smaller sequences is consistent with the behavior of the
instructor. In other words, a theory that takes seriously the intuition that an
event of writing a sequence may have proper parts that are also events of
writing a sequence can also account for the intuition that the student failed
the test. We conclude that Krifka’s example fails to support the hard line
view.

3.1.2. The Material Part Approach
In his (1989) paper, Krifka sketches another solution to the puzzle of the
twigs based on Link’s (1983) idea that in the domain of objects we must
distinguish between the domain of individuals and the domain of quantities
of matter that make up these individuals. This distinction is independently
motivated by the following type of reasoning. Brancusi’s egg is a marble
sculpture Brancusi did in 1924. If this egg and the marble of which it is
made are the same thing, we should expect (8) below to be a contradiction,
as it is impossible for the same thing to be both P and not-P. On the other
hand, if the egg and the marble are distinct entities, the fact that (8) is
non-contradictory is expected.

(8) Brancusi’s egg came into existence in 1924, but the marble of
which the egg is made didn’t come into existence in 1924.

The distinction between individuals and quantities of matter comes with
a distinction between two part-of relations: the part-of relation between
individuals ⊆I and the part relation between quantities of matter⊆Q.
Moreover, individuals and quantities of matter are related in Link’s theory
by a functionh that associates to each individual the quantity of matter
that makes it up. Having introduced these distinctions, we may restate
the notion ‘quantized predicate’ in this way (whereI is the domain of
individuals and Q the domain of quantities of matter):

∀P [QUA(P )↔ ∀x(P (x)→ x ∈ I ) ∧
∀x∀y[(P (x) ∧ P(y))→ ¬y⊂Ix)]]
[a predicate P has quantized reference iff P is a predicate of in-
dividuals and no P-object can be a proper individual part of a
P-object]
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We may now claim that the predicateis a sequenceis quantized in the
sense that, ifx is a sequence, noy such thaty⊂Ix is a sequence (i.e., no
individual part ofx is itself a sequence). However, a sequence may have
other sequences as proper parts in the sense that it may happen thatx is
a sequence,y is a sequence andh(y)⊂Qh(x) (i.e., the matter that makes
up y is part, relative to the part-of relation between quantities of matter,
of the matter that makes upx). The same solution may also apply to the
nominal predicatestwig andquantity of milk, if we assume that they are
both predicates of individuals.

Notice that this way out of the sequence puzzle is different from the
one proposed in the hard line approach. The hard line approach calls into
question the idea that a proper part of a sequence (however we understand
the notion part) can be itself a sequence. This approach does not dispute
that the first four numbers of a sequence of six numbers may also be a
sequence. It denies instead that the first four numbers are an individual
part of the sequence of six numbers (it claims that they are a material part).
This is compatible with assuming that the first four numbers are also a
sequence.3

Thus, Krifka’s way out allows us to keep the view thatis a sequence, is
a twig and is a quantity of milkare quantized, while allowing for a sense
in which a sequence, a twig and a quantity of milk may have proper parts
that are also sequences, twigs and quantities of milk. But, as White (1994)
has observed, this solution to the sequence problem leaves a question open
(which is not addressed by Krifka). How do we do justice to the intuition
that events of writing a sequence, finding a twig, drinking a quantity of
milk may have proper parts that are also events of writing a sequence,
finding a twig and drinking a quantity of milk? Suppose John drank a
quantity of milk, let’s call this evente. The first half of the quantity of
milk he drank is also a quantity of milk. Lete′ be the part ofe in which
John drinks the first half of the quantity of milk. Then,e ande′ stand in
the proper part relation and they are both events of drinking a quantity of
milk. If this is true, however, the predicatedrink a quantity of milkis not
quantized. Yet, it’s unacceptable withfor-adverbs.

3.2. More Irritating Exceptions and the Puzzle of Some

Even conceding that nouns likesequenceand twig are problematic for
Krifka’s analysis, one might wonder how general a problem they pose.

3 Indeed, in sketching the material part approach, Krifka (1989:87) says this about twigs
(the same observation is also meant to apply to sequences): “. . . consider a twigx1 which
contains another twigx2 as a part. This relation can be captured by claiming thatx2 is a
material part ofx1 andx2 is not an individual part ofx1.”
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Do these nouns really indicate that there is something amiss with Krifka’s
account of the quantizing effect of NPs of the forman Nor are they simply
irritating, isolated lexical exceptions? Perhaps, one might dismiss these
cases by claiming that, as count nouns are quantized by and large, nouns
like sequenceandtwig are not prototypical instances of count nouns. One
might suggest that the behavior of count nouns with temporalfor-adverbs
depends on the inferences that we draw from the prototypical members of
the class of count nouns, and thus nouns likesequenceand twig may be
ignored.

Complex nouns of the formquantity of Nshow, however, that we are not
facing few isolated exceptions, as we can generate lots of non quantized
complex count nouns of this form. Moreover, even if we restrict our atten-
tion to lexical nouns, the exceptions are less isolated than it might seem. To
name a few more, a segment may be part of another segment, an arc may
be part of another arc, a bush may have a part that is a bush, a rock may be
part of another rock, a cavity may be part of a larger cavity, a chamber may
be part of another chamber. More non-quantized complex count nouns can
also be found: a chunk of something may be part of another chunk of the
same thing, and a part of something may be part of a part of the same thing.
The reader that gets the hang of it may find more examples. As some of
these non-quantized count nouns are commonly used, the idea of basing
the prototypicality of a count noun on whether it is quantized or not is
doubtful.

Finally, the trouble with indefinites for Krifka’s account doesn’t end
with NPs with the determinera. Another problem for Krifka is posed by
contrast (9)–(10):4

(9) ??John found some fleas on his dog for an hour

(10) John found fleas on his dog for an hour

Intuitively, an event of finding some fleas may have proper parts that are
also events of finding some fleas. Suppose, for example, that John finds
ten fleas one after the other. The event of finding these ten fleas is an
event of finding some fleas that has other events of finding some fleas as
proper parts. Yet, (9) contrasts in acceptability with (10). According to
Krifka, NPs like a flea introduce quantized predicates in the translation,
since the predicatef lea′ is assumed to apply to individuals that consist of
just one flea. However, it’s implausible to assume thatsome fleasfixes the

4 M. Krifka informs us that this problem was also raised in conversation by F. Landman
around 1990.
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cardinality of the plural individuals that occur in the denotation offleas.
So, how does Krifka account for contrast (9)–(10)?

4. THE PUZZLES AND THE QUANTIFICATIONAL ANALYSIS OF

for-ADVERBS

Before we proceed to examine some ways of dealing with these puzzles,
let’s ask another question: are these cases only problematic for Krifka’s
theory or do they pose a problem also for other accounts of temporalfor-
adverbs? The answer is that they pose a problem for other theories as well,
in particular for the quantificational analysis offor-adverbs proposed in
Dowty (1979) and Moltmann (1991).

Dowty (1979) proposed the following translation rule for temporalfor:

for⇒ λPtλPλx[Pt{n} ∧ ∀t[t ⊆ n→ AT (t, P {x})]]
In the case of sentence (11), this analysis yields the following translation:

(11) John ran for an hour

[S John ran for an hour]⇒
∃t1[PAST (t1) ∧ an− hour ′(t1) ∧
∀t2[t2 ⊆ t1→ AT (t2, run

′(j))]]

This translation says that (11) is true if there is a past one hour interval such
that John runs at every subinterval of that interval. As Dowty points out, the
universal quantification over subintervals of the interval measured by the
adverb must be restricted to a contextually given set of relevant subinter-
vals. Indeed, if we required that, in order for (11) to be true, John must run
at literally every subinterval of a past one-hour period, we would predict
(11) to be false, since no running event can occur at instantaneous intervals.
As different activities may involve minimal subintervals of different sizes
to be performed, we need to assume that the universal quantification in the
translation of durationalfor is implicitly restricted to subintervals of the
appropriate size. This problem is known as theminimal parts problem.

An event-based version of this analysis that makes this contextual
restriction explicit is given in Moltmann (1991):

[S John ran for an hour]⇒
∃t (an − hour ′(t) ∧ ∀t ′(t ′P t →
∃e(run′(e, J ohn) ∧ at (e, t ′) ∧ past (t))))
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This translation says that (11) is true if there is a past one hour interval
such that at every relevant part of this interval there is an event of John’s
running. As the interpretation of the relevant part relationP is contextually
determined, the choice of the relevant subintervals may be made according
to the type of events under consideration, thus allowing for the possibility
that intervals that are too small are disregarded.5

Moltmann claims that the restriction offor-adverbs to non-quantized
event predicates, as far as this restriction actually holds, may be derived
from the quantificational analysis in this way.6 Consider sentences (3b)
and (4c) again:

(3)b. ??John wrote a letter for an hour

(4)c. John wrote letters for an hour

In Moltmann’s analysis these sentences are translated as follows:

John wrote a letter for an hour⇒
∃t (an − hour ′(t) ∧ ∀t ′(t ′P t →
∃e∃x(write′(e, x, John) ∧ letter ′(x) ∧ at (e, t ′) ∧ past (t))))
John wrote letters for an hour⇒
∃t (an − hour ′(t) ∧ ∀t ′(t ′P t →
∃e∃x(write′(e, x, John) ∧ letters′(x) ∧ at (e, t ′) ∧ past (t))))

Consider the translation of (3b) first. For this translation to be true there
must be some past one-hour intervali such that the formula

∃e∃x(write′(e, x, John) ∧ letter ′(x) ∧ at (e, t ′))
is true for every assignment that mapst ′ on a relevant subinterval ofi.
Under the plausible assumption that the set of relevant subintervals ofi

contains also proper subintervals ofi, this formula must be true relative to
at least two assignmentsg andg′ such thatg(t ′) = i andg′(t ′) = i′, where
i′ ⊂ i. This means that the following conditions must be met: (a) there is
an evente of John’s writing a letter occurring at the interval i and (b) there

5 Since Moltmann does not tell us much about whatrelevantparts are, it is unclear to
what extent her formulation actually solves the minimal parts problem. We will return to
this issue in Section 7.

6 More precisely, Moltmann claims that the quantificational analysis offor-adverbs
explains their restriction to predicates that have both cumulative reference and divisive
reference. A predicate P has cumulative reference iff the sum of two P-entities is still a
P-entity. A predicate P has divisive reference iff every relevant part of an event in the
denotation of P is also in the denotation of P. For predicates whose denotation includes
non-atomic events, the property of being non-quantized follows from the property of being
divisive (given a suitable choice of the relevant part relation).
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is an evente1 of John’s writing a letter occurring at the intervali′ ⊂ i.
However, as the predicate

λe∃x(write′(e, x, John) ∧ letter ′(x))
is quantized, no proper part of an event of writing a letter can be an event
of writing a letter. Thus, the existence of an evente of John’s writing a
letter occurring at a one-hour intervali does not guarantee that condition
(b) is met. This leads us to the correct prediction that (3b) cannot mean
simply that there is a one-hour long event of John’s writing a letter. This
problem does not arise for (4c), since the predicate

λe∃x(write′(e, x, John) ∧ letters′(x))
is not quantized, thus the existence of an event of John’s writing letters
occurring at a one-hour intervali does not preclude there being subevents
of John’s writing letters occurring at all relevant intervals subintervalsi′ of
i.

In her paper Moltmann argues, moreover, that temporalfor-adverbs
are best treated as universal quantifiers over time intervals rather than as
predicates of events, as Krifka analyzes them. We will not try to address
this issue here.7 It is our concern, however, to show that our puzzles do
not simply pose problems for Krifka’s account, but for the quantificational
analysis offor-adverbs as well. In Moltmann’s analysis, sentences (5) and
(9) may be translated as follows:

(5) ??John wrote a sequence for ten minutes

(9) ??John found some fleas on his dog for an hour

John wrote a sequence for ten minutes⇒
∃t (10−minutes′(t) ∧ ∀t ′(t ′P t →
∃e∃x(write′(e, x, John)∧ sequence′(x)∧ at (e, t ′)∧ past (t))))
John found some fleas on his dog for an hour⇒
∃t (an − hour ′(t) ∧ ∀t ′(t ′P t →
∃e∃x(f ind ′(e, x, John) ∧ f leas′(x) ∧ on′(J ohn′s − dog′, x) ∧
at (e, t ′) ∧ past (t))))

As the predicates

λe∃x(write′(e, x, John) ∧ sequence′(x))
λe∃x(f ind ′(e, x, John) ∧ f leas′(x) ∧ on′(J ohn′s − dog′, x))

7 See Moltmann’s paper for discussion.
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are not quantized, by Moltmann’s reasoning we should expect (5) and (9)
to be acceptable on a par with (4c), but they are no better than (3b).

(3)b. ??John wrote a letter for an hour

(4)c. John wrote letters for an hour

A similar objection may also be raised for Dowty’s account. Indeed, if
sentence (9) is assigned the translation below,

[S John found some fleas on his dog for an hour]⇒
∃t1[PAST (t1) ∧ an− hour ′(t1) ∧ ∀t2[t2 ⊆ t1→ AT (t2,

∃x(f leas′(x) ∧ f ind ′(x, John) ∧ on′(J ohn′s − dog′(x))]]
we should expect (9) to be acceptable for the same reason that (11) is
acceptable,

(11) John ran for an hour

since a one hour interval of John’s finding some fleas on his dog may
properly include intervals at which John also finds some fleas on his dog.
The same reasoning holds for (5).

5. A SCOPE ACCOUNT

In view of the discussion in Section 3, it’s clear that we cannot derive the
quantizing effect of NPs of the forman Nandsome Nsfrom the assumption
that count nouns are quantized. This assumption is incorrect in the case of
nouns likesequenceand it does not apply to plural nouns in NPs of the
form some Ns.8 But then, why are (3b), (5) and (9) awkward?

(3)b. ??John wrote a letter for an hour

(5) ??John wrote a sequence for ten minutes

(9) ??John found some fleas on his dog for an hour

A possible answer is thatfor-adverbs are forced to take narrow scope with
respect to the object NP. In this case, the event predicates to which the
for-adverb applies in (3b), (5) and (9) are predicates of forms (i)–(ii):9

8 Notice that we are not claiming here that these NPs are non-quantized, we are simply
claiming that their quantizing effect cannot be derived from the quantized nature of the
noun.

9 If we adopt Krifka’s view that verbs are one-place predicates of events, the translation
of John wrote a letter for an hourwould be derived as follows in Krifka’s framework:
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(i) λe[write′(e) ∧ Pat(e, x)]
(ii) λe[f ind ′(e) ∧ Pat(e, x)]

While an event of writing a sequence, unlike an event of writing a letter,
may have an event of writing a sequence as a proper part, no proper part of
an event of writing a particular objectx, be it a sequence or a letter, can be
an event of writingx. Assuming that the definition of quantized predicate
requires us to keep the assignment fixed and thatfor-adverbs require the
predicates they combine with to be non-quantized in this sense, we are
led to expect that (3b), (5) and (9) should be anomalous, as the predicates
(i)–(ii) are quantized. The required definition of quantized predicate may
be stated in this way (where individuals include events besides ordinary
individuals):

(Q) QUA(P) iff for every modelM, assignmentg, and individuala,
b, if ‖P ‖M,g(a) = 1 and‖P ‖M,g(b) = 1, thena is not a proper
part ofb.

How is the acceptability of (4c) explained in this account?

(4)c. John wrote letters for an hour

Let’s assume that in deriving the translation of (4c) thefor-adverb applies
to a predicate of form (iii), where the patient of the event is a kind, as
proposed in Carlson (1977):10

(iii) λe[write′(e) ∧ Pat(e, xk)]
If the predicatewrote lettersexpresses a relation to kinds, it’s also plausible
to assume that the predicateswrite’ and letters’ meet principles (a)–(b)

write[subj,ag][obj,pat ] ⇒ λe[write′(e)]
a letter[obj,pat ] ⇒ λPλe∃x[P(x)(e) ∧ Pat (e, x) ∧ let ter ′(x)]
write iti ⇒ λe[write′(e) ∧ Pat (e, xi )]
write iti for an hour⇒ λe[write′(e) ∧ Pat (e, xi) ∧ 1− hour(e)]
write a letter for an hour⇒ λPλe∃x[P(x)(e) ∧ Pat (e, x) ∧ let ter ′(x)]
(λxiλe[write′(e) ∧ Pat (e, xi ) ∧ 1− hour(e)]) (by quantifying in)

write a letter for an hour⇒ λe∃x[write′(e)∧Pat (e, x)∧1−hour(e)∧Pat (e, x)∧
let ter ′(x)] (by λ-conversion)

10 The idea of using Carlson’s theory to account for the behavior offor-adverbs with ac-
complishment/achievement predicates with bare plural arguments was suggested in Dowty
(1979) and further pursued in Hinrichs (1985) and White (1994). We discuss in more detail
our commitment to the kind-based analysis of bare plurals in 9.
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below, wherex is a variable ranging over individuals,xk a variable ranging
over kinds, lettersk denotes the kind letters and R denotes the realization
relation that holds between kinds and their individual instances:

(a) ∀e∀xk[write′(e)→ (Patient (e, xk) ↔
∃x(R(x, xk) ∧ Patient (e, x)))]
[if e is a writing event, then kindxk is a patient ofe just in case
there is an individual realizingxk which is the patient ofe]

(b) ∀x[letters′(x) ↔ R(x, lettersk)]
[x is a collection of letters just in case x realizes the kind letters]

From these principles, it follows that predicate (iii), namely the predicate
to which thefor-adverb applies in (4c), is not quantized. Indeed, suppose
thate1 is a writing event whose patient is the collection of lettersl1, l2 and
l3, and thate2 is a writing event whose patient is the collection of lettersl1
andl2. In this case,e2 is a proper part ofe1 andl1 + l2 is a proper part of
l1+ l2+ l3. Thus,

(c) i. write′(e1)

ii. write′(e2)

iii. letters′(l1+ l2+ l3)
iv. letters′(l1+ l2)
v. Patient (e1, l1+ l2+ l3)
vi. Patient (e2, l1+ l2)
vii. e2 ⊂ e1

viii. l1+ l2 ⊂ l1+ l2+ l3
By (b), it follows from (c)iii–iv that the two collections of letters realize
the kind letters, namely

(d) R(l1+ l2+ l3, lettersk) ∧ R(l1+ l2, lettersk)

By (a) and (c)i-ii, it follows that

(e) i. Patient (e1, letters
k) ↔

∃x(R(x, lettersk) ∧ Patient (e1, x))

ii. Patient (e2, letters
k) ↔

∃x(R(x, lettersk) ∧ Patient (e2, x))

Given (c)v-vi and (d), it follows from (e) that

(f) Patient (e1, letters
k) ∧ Patient (e2, letters

k)
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Given (c)i–ii, vii, it follows from (f) that the predicate in (iii) is not
quantized,

(g) ¬QUA(λe[write′(e) ∧ Pat(e, xk)])
which leads us to expect that (4c) should be acceptable.

(4)c. John wrote letters for an hour

This account also leads us to expect contrast (12), as the object NP in (12a),
unlike the object NPs in (12b)–(12c), lacks a kind reading (example (12c)
is from Verkuyl (1993)):11

(12)a. ∗John drank the whole bottle of beer for ten minutes

b. John drank the beer that Bill recommended for hours (before
admitting that he hated it)

c. Bill sold this *(type of) vase for years

5.1. Problems

At first blush, this account runs into two types of problems. One problem
is that it raises the following question: why shouldfor-adverbs always take
narrow scope with respect to quantifiers? This question doesn’t show that
the account is wrong, but it certainly calls for an answer. If we do not
explain why the narrow scope readings are excluded, we don’t have much
of an account. The other problem is that there is evidence that quantifiers
do occur in the scope offor-adverbs. Consider sentence (13a):

(13)a. John wrote no letters for a year

If no lettersin (13a) must take wide scope with respect to thefor-adverb,
(13a) should only have the following anomalous reading: no letters are
such that John wrote them for a year. In fact, (13a) is acceptable and means
that at no time during a year period did John write letters.

11 An anonymous referee observes that further evidence for the idea thatlettersin (4c)
denotes a kind instead of being simply a predicate of plural entities comes from the
acceptability of (i):

(i) I’m very discouraged. I wrote letters of recommendation all morning, and I only
got one done.

We’d like to agree with the judgement on (i), but, as we are not sure, we’ll leave this issue
open. Some further possible evidence thatletters in (4c) denotes a kind instead of being
simply a predicate of plural entities is discussed in Hinrichs (1985, pp. 295–301).



TWIGS, SEQUENCES AND THE TEMPORAL CONSTITUTION OF PREDICATES239

It may be objected that the problem posed bynodisappears if, as it has
been suggested in some recent work on negative concord,12 the determiner
no is not to be interpreted locally, but it identifies a negation higher up in
the tree. Following this view, we might suppose thatno letterin (13a) has
the same meaning as the NPlettersandno is simply a syntactic indicator
of a higher negation operator. If this is correct, the acceptability of (13a) is
to be explained on a par with the acceptability of (14) (wherenot should
be understood in the scope of thefor-adverb):

(13)a. John wrote no letters for a year

(14) John didn’t write letters for an hour

Under the account of bare plurals we sketched, the acceptability of (14) is
consistent with the assumption that the object NPlettershas wide scope
with respect to thefor-adverb. In this case, (14) is expected to mean that
the kind letters is such that for a year John didn’t write any instance of it,
which accounts for the interpretation of (14) correctly.13

The negative concord analysis assumed to reconcile (13a) with the
scope account, however, has some problems of its own. For example, how
does this analysis deal with cases like (15)?

(15) John wrote three postcards and no letters

It would seem that the analysis predicts that this sentence should have a
reading synonymous with (16), which is incorrect.

(16) John didn’t write three postcards and letters

But, even if we adopt a negative concord analysis of (13a), there is in-
dependent evidence that indefinites must also be allowed in the scope of
for-adverbs. The sentences in (17) provide evidence to this effect:

(17)a. John pushed a cart every day for a year

b. John found a flea on his dog every day for a year

Sentence (17a) allows for a reading according to which for every day, there
is a cart John pushed that day (possibly, a different cart each day) and this
daily pushing went on for a year. However, if indefinite NPs must take

12 See Ladusaw (1992), for example.
13 To see how negation can be dealt with consistently with the treatment offor-adverbs

assumed here, see Krifka’s semantics for negation reported in Section 6.2.1 of this paper.
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wide scope with respect tofor-adverbs, we should only expect a reading
that says that John pushed the same cart every day for a year.

5.2. A Pragmatic Story

A possible reaction to theseprima facieproblems for the scope account is
that they only show that our formulation of the account is problematic. Our
initial version assumes thatfor-adverbs are always forced to take narrow
scope with respect to the object NP. In this ‘strong’ version, we have seen
that the theory is not tenable, since it is not clear why the grammar should
be unable to generate readings in which NPs occur in the scope offor-
adverbs, and, moreover, there is evidence that some NPs are capable of
taking narrow scope with respect to these adverbs. M. Krifka (p.c.) sug-
gested to us that there is another version of the scope account, based on
pragmatic considerations, that may be immune to these objections. Let’s
discuss this alternative version.

First of all, let’s suppose that the grammar allows quantifiers andfor-
adverbs to take scope freely with respect to each other. Even if this is true,
one might claim that there are still good reasons why (5), (3a) and (18),
unlike (17), should be anomalous:

(17)a. John pushed a cart every day for a year

b. John found a flea on his dog every day for a year

(5) ??John wrote a sequence for ten minutes

(3)a. ??John found a flea for ten minutes

(18) ??John found three fleas on his dog for an hour

Here’s why. Suppose that, as Dowty and Moltmann suggest, thefor-adverb
expresses a contextually-restricted universal quantification over parts of
an interval. If the object NP in these sentences is given wide scope with
respect to thefor-adverb, this proposal leads us to expect an anomalous
reading, since John is required to write the same sequence, find the same
flea or group of three fleas at an interval and also at a proper part of it. But
there is an equally good reason why the narrow scope reading of the object
NP should also be anomalous. In this reading, sentences (5), (3a) and (18)
would mean something like this: for every contextually relevant partt ′ of a
past one hour intervalt , John writes a sequence/finds a flea/finds three fleas
at t ′. However, as the size oft ′ is undetermined (we quantify over large
parts, small parts, etc.), it is unmotivated to specify a particular number of
fleas or sequences. This pragmatic consideration would thus predict that
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the narrow scope readings of (5), (3a) and (18) should be anomalous.14 On
the other hand, in the case of (17), the size of the parts over which thefor-
adverb quantifies is determined by the adverb of quantificationevery day,
thus the pragmatic consideration blocking the narrow scope reading of the
object NP in (5), (3a) and (18) would not apply here. As a consequence,
the quantified NP in object position can take narrow scope with respect to
the for-adverb and sentence (17b), like sentence (17a), is expected to be
acceptable (since it may be true at a one year interval and also at proper
parts of that interval that John finds a flea on his dog every day).

In the case of (9), however, something else needs to be said. Indeed, the
pragmatic considerations blocking the narrow scope readings of the object
NPs in (5), (3a) and (18) do not apply here, assome fleasdoes not specify
a particular number:

(9) ??John found some fleas on his dog for an hour

Krifka’s suggestion is the following. English has a specialized form to ex-
press the reading of (9) in whichsome fleashas narrow scope with respect
to thefor-adverb, namely sentence (10):

(10) John found fleas on his dog for an hour

As (10) conveys the narrow scope reading of the NP object in (9), the use
of (9) instead of (10) is taken to indicate that the object NP in (9) has wide
scope. Thus, (9) is correctly predicted to be odd. It follows that a scope
account supplemented with the pragmatic considerations presented here
would correctly predict the patterning offor-adverbs with indefinites of
the formsan Nandsome Nswhile avoiding the objections raised in 5.1.

While a pragmatic account of this sort may be desirable, as it would
dispose of the puzzles we raised for the available analyses of the distri-
bution of for-adverbs, the account runs into problems with the proposed
treatment of indefinite NPs of the formsome Ns:

(9) ??John found some fleas on his dog for an hour

By the logic of Krifka’s reasoning, the presence of a specialized form
for the narrow scope reading of a quantifier should force the quantifier
to take wide scope with respect to thefor-adverb, even if the wide scope

14 As we understand it, if this claim is correct, it would also provide an additional reason
to reject the wide scope reading of the object in (5), (3a) and (18). But this is irrelevant for
the purpose of the account, since this reading is also anomalous for independent reasons.
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reading is anomalous. However, there is evidence that quantifier scope is
not determined in this way. Consider, for instance, sentence (19):

(19) Every guest ate some muffins

By the logic of Krifka’s reasoning, (19) should only have the odd reading
that every guest ate the same muffins. We should expect this, since we have
a specialized form to convey the narrow scope reading of (19), namely
sentence (20), and thus the use of (19) in place of (20) should be taken as
an indication that the object NPsome muffinsin (19) is to be given wide
scope with respect to the universal quantifier.

(20) Every guest ate muffins

But this is false: sentence (19) is wholly appropriate to assert, and indeed
naturally understood as saying, that every guest ate muffins. The pairs (21)
and (22) provide other cases in which the existence of specialized forms
to convey narrow scope readings of the existential quantifier, like the ones
attested in (b), fails to block the narrow scope readings of the existential
quantifier in the (a)-forms:

(21)a. John gave some muffins to every guest

b. John gave muffins to every guest

(22)a. John drove some golf balls past every distance marker

b. John drove golf balls past every distance marker

These facts indicate that English is quite flexible in allowing narrow scope
readings of quantifiers for sentences in which both scopes are possible,
although the language may have a more specialized way to express these
narrow scope readings. In particular, cases like (19), (21a) and (22a) show
that, despite the presence of specialized structures that express the narrow
scope readings of the existential quantifier, these readings of (19), (21a)
and (22a) are selected anyhow since they are more plausible. We con-
clude that the pragmatic version of the scope account presented here is
not adequate, as it brings us back to one of the two puzzles that originally
motivated the search for an alternative account to the one proposed in
Krifka (1989).
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6. A K AMP–HEIM ACCOUNT

6.1. The Kamp-Heim Analysis of Indefinites and the Sequence Problem

The outcome of the discussion in the previous section may be summar-
ized in this way. We have seen some data showing that indefinite NPs are
allowed in the scope offor-adverbs (the data in (17)). As we lack good
reasons to assume that the object NPs are forced to take wide scope with
respect tofor-adverbs in (5) and (9), we conclude that an account of (5)
and (9) must allow indefinites to be interpretedin situ.

(5) ??John wrote a sequence for ten minutes

(9) ??John found some fleas on his dog for an hour

In this section, we present a solution to the problem posed by (5) and (9)
based on the Kamp-Heim analysis of indefinites. In this account, indefinite
NPs are allowed to stay in the scope offor-adverbs, but the free variables
they introduce are bound from the outside.

Let’s come back to the case of the predicatewrite a sequence. If the
predicate can be translated as in (i′) below, we are back to the sequence
problem.

(i′) write a sequence⇒ λe∃x[write′(e)∧Pat(e, x)∧ sequence′(x)]
If the existential quantifier introduced by the indefinitea sequenceis
outside the scope of thefor-adverb, then the predicate to which thefor-
adverb applies is (i) and (i) can plausibly be assumed to be quantized
once we require that the variable assignment be kept fixed in checking
for quantization.

(i) write t i ⇒ λe[write′(e) ∧ Pat(e, x i)]
However, the presence of the existential quantifier in translation (i′) pre-
vents us precisely from keeping the sequence fixed in checking whether
write a sequenceis quantized. By the definition of quantized predicate
in (Q), the result of allowing translation (i′) is that write a sequenceis
not quantized. Indeed, ife is an event of writing 1,2,3,4,5 ande′ is the
part of e in which the sequence 1,2,3 is written, then‖λe∃x[write′(e) ∧
Pat(e, x)∧sequence′(x)]‖M,g(e) = 1 and‖λe∃x[write′(e)∧Pat(e, x)∧
sequence′(x)]‖M,g(e′) = 1, ande′ is a proper part ofe.

A way out of this dilemma is possible if we turn to a Kamp-Heim ac-
count of the semantics of indefinite NPs. According to the analysis of NPs
of the forman Nandsome Nsproposed in Heim (1982) and Kamp (1981),
these NPs do not have inherent existential force; instead they introduce
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free variables (discourse referents) in the translation language and these
variables get boundvia closure rules. This approach to the semantics of
indefinites naturally predicts the fact that (5)–(7) are odd, while allowing
for the relative scope of NPs andfor-adverbs to be free.

(5) ??John wrote a sequence for ten minutes

(6) ??John found a twig for ten minutes

(7) ??John drank a quantity of milk for an hour

We can illustrate how this works by assuming the translation rules below
for NPs of formsan N and some Ns, which reflect the view that these
NPs are not inherently quantificational (we are departing from Krifka in
assuming that verbs denote relations between events and individuals). It
should be emphasized that, while these rules allow us to describe this
approach by staying close to Krifka’s notation, the same story can be told
in other formulations of the Kamp-Heim analysis, like, for example, those
proposed in Asher (1993) and Muskens (1996).

Tan [NP a(n) [N ′ α]] ⇒ λPλe[P(z)(e) ∧ α′(z)]
Tsomepl [NP somepl [N ′ α]] ⇒ λPλe[P(Z)(e) ∧ α′(Z)]
Example:
sequenceN ⇒ λx[sequence′(x)]
[NP a sequence]⇒ λPλe[P(z)(e) ∧ sequence′(z)] by Tan

Let’s now assume the following VP-translation rule for VPs containing
transitive verbs:

TVP [t r] [VP [V α ] [NP β ]] ⇒ λy[β ′(λx[α′(x)(y)])]
Example:

writeV ⇒ λxλyλe[write′(e) ∧ Ag(e, y) ∧ Pat(e, x)]
findV ⇒ λxλyλe[f ind ′(e) ∧ Ag(e, y) ∧ Pat(e, x)]
drinkV ⇒ λxλyλe[drink′(e) ∧ Ag(e, y) ∧ Pat(e, x)]
[VP write a sequence]⇒ λyλe[write′(e) ∧ Ag(e, y) ∧
Pat(e, z) ∧ sequence′(z)] by TVP [t r]

Derivation:

[VP write a sequence]⇒ λy[λPλe[P(z)(e) ∧ sequence′(z)]
(λx[λxλyλe[write′(e) ∧ Ag(e, y) ∧ Pat(e, x)](x)(y)])]
by TVP [t r]
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⇒ λy[λPλe[P(z)(e) ∧ sequence′(z)](λxλe[write′(e) ∧
Ag(e, y) ∧ Pat(e, x)])] by λ-conv.

⇒ λy[λe[λxλe[write′(e) ∧ Ag(e, y) ∧ Pat(e, x)](z)(e) ∧
sequence′(z)]] by λ-conv.

⇒ λyλe[write′(e) ∧ Ag(e, y) ∧ Pat(e, z) ∧ sequence′(z)]
by λ-conv.

The sentenceJohn write a sequenceis thus translated in this way:

[S John write a sequence]⇒ λe[write′(e) ∧ Ag(e, John′) ∧
Pat(e, z) ∧ sequence′(z)]

Let’s assume that phrases likean hourdenote properties of intervals and
thatτ denotes a function that assigns to each evente the intervale takes up.
The translation rule for (S-level)for-adverbs may now be stated as follows:

for α ⇒ λPλe[P(e) ∧ α′(τ (e))]/¬QUA(P )
The well-formedness condition after / indicates that the function denoted
by the for-adverb applies only to non-quantized event predicates. The
result of combining thefor-adverb with the translation ofJohn write a
sequenceis now this:

[S John write a sequence for ten minutes]⇒ λe[write′(e) ∧
Ag(e, John′)∧Pat(e, z)∧ sequence′(z)∧ 10−minutes(τ(e))]

Finally, as a consequence of applying existential closure, we get the
following translation:

John write a sequence for ten minutes⇒ ∃z∃e[write′(e) ∧
Ag(e, John′)∧Pat(e, z)∧ sequence′(z)∧ 10−minutes(τ(e))]

The penultimate step in this derivation is the illegitimate one. Given the
definition of quantized predicate in (Q),

(Q) QUA(P) iff for every modelM, assignmentg, and individuala,
b, if ‖P ‖M,g(a) = 1 and‖P ‖M,g(b) = 1, thena is not a proper
part ofb.

the event predicate to which thefor-adverb applies in this step is quantized,
thus thefor-adverb should not be able to combine with it. (The predicate
λe[write′(e)∧Ag(e, John′)∧Pat(e, z)∧ sequence′(z)] is quantized as,
for any assignment g, no eventa which is an event of John’s writing the
sequence assigned byg to z can have as a proper part an eventb of writing
the same sequence.)
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Given the translation we assumed for plural NPs of the formsome Nthe
same account can also be given for (9). On the other hand, the following
translation rules for the bare plural NPlettersand the mass NPmilk to-
gether with lexical principles (a)–(b) predict that no such problem should
arise in the derivation ofJohn wrote letters for an hourandJohn drank
milk for an hour:15

[NP milk] ⇒ λPλe[P(e)(milkk)]
[NP letters]⇒ λPλe[P(e)(lettersk)]

(a) ∀e∀xk[write′(e)→
(Patient (e, xk)↔ ∃x(R(x, xk) ∧ Patient (e, x)))]
[if e is a writing event, then kindxk is a patient ofe just in case
there is an individual realizingxk which is the patient ofe]

(b) ∀x[letters′/milk′(x)↔ R(x, lettersk/milkk)]
[x is a collection of letters/a quantity of milk just in case x realizes
the kind letters/milk]

Before we proceed, let’s pause to make two comments on this account. The
account is compatible with the assumption that nouns likesequenceand
predicates of plural individuals likefleasin some fleasare non-quantized.
This fits with our intuitions about sequences and with the semantics which
is usually assumed for predicates of plural entities. On the other hand, ac-
cording to this account, by combining indefinite NPs of the formsan Nand
some Nswith predicates likewrite or find we obtain quantized predicates
(thus accounting for the fact that predicates likewrite a sequenceandfind
some fleasare anomalous withfor-adverbs). The key to obtain this result
is the fact that, according to the Kamp-Heim analysis of indefinites, these
NPs, even if they are interpretedin situ, fail to introduce an existential
quantifier in the scope offor-adverbs. As a consequence, the underlying
predicates to whichfor-adverbs apply when they combine withwrite a
sequenceand find some fleasare predicates likethe property of being
an event of x’s writing sequence zand the property of being an event of
x’s finding group of fleas y.16 And, these predicatesare quantized, since,

15 This account of the aspectual effect of bare plurals and mass terms is thus still based
on Carlson’s theory, as outlined in Section 5 above.

16 An anonymous referee objects that an obvious problem for this approach is that it
doesn’t seem to allow for the sloppy reading of (i):

(i) Mary wrote a sequence and Jane did too

Assuming that the predicate copied in this reading is the following
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although sequences and groups of fleas may have proper parts that are
sequences and groups of fleas, an event of writing a particular sequence
cannot have as a proper part an event of writing the same sequence and an
event of finding a particular group of fleas cannot have as a proper part an
event of finding that group of fleas.

The second observation is that, while the account proposed here as-
sumes Krifka’s semantics offor-adverbs, it does not crucially depend on it
and can also be adopted in the quantificational analysis. Assuming that the
free variable introduced by the indefinite gets bound after the application
of thefor-adverb, the DRT approach we described, applied to a Moltmann-
style analysis offor-adverbs, yields the following translations for (5) and
(9) (prior to the application of existential closure):

John wrote a sequence for ten minutes⇒
∃t (10−minutes′(t) ∧ ∀t ′(t ′P t →
∃e(write′(e, x, John) ∧ sequence′(x) ∧ at (e, t ′) ∧ past (t))))
John found some fleas on his dog for an hour⇒
∃t (an − hour ′(t) ∧ ∀t ′(t ′P t →
∃e(f ind ′(e, x, John) ∧ f leas′(x) ∧ on′(J ohn′s − dog′, x) ∧
at (e, t ′) ∧ past (t))))

These translations require that, in evaluatingJohn write a sequenceand
John find some fleasat different subintervals of a past one hour interval,
we keep the sequence and the group of fleas fixed. This correctly predicts
that (5) and (9) cannot be verified by parts of the same event of writing a
sequence and by parts of the same event of finding some fleas.

λe[write′(e) ∧ Ag(e, John′) ∧ Pat (e, z) ∧ sequence′(z)]
it is predicted that Mary and Jane must write the same sequence, which is incorrect. A
possible way to avoid this problem that comes to mind is that, in the case of the sloppy
reading, the predicate in the translation ofMary did toocontains a different variable with
respect to the one introduced in the translation of the first clause (see Hardt (1999) for
a treatment along these lines). In any case, it should be noticed that the problem of how
the sloppy readings of sentences like (i) are to be derived in the Kamp-Heim analysis
of indefinites arises independently of the problem posed by sequences and of issues of
quantization, since one can ask the same question about sentences like (ii):

(ii) John pushed a cart and Mary did too

For this reason, we think that the issue raised by (i) should be addressed in developing a
Kamp-Heim account of VP-anaphora, a task which is outside the scope of this paper.
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6.2. Some Extensions

In Section 5.1, we introduced the data in (17b) and (13a):

(17)b. John found a flea on his dog every day for a year

(13)a. John wrote no letters for a year

Both types of data were claimed to be problematic for the version of the
scope account presented in 5.17 How can we account for these facts in the
Kamp-Heim approach we outlined? We take up this task in the next two
sections.

6.2.1. The Case of no
Krifka gives no analysis ofno, but his analysis of negation can be adapted
to this quantifier to provide an account of (13a). Krifka defines the notions
maximal event and maximal event at a timet in this way:

∀e∀t[MXT (e, t)↔ e = FU(λe[τ(e) ⊆ t])]
[a maximal event at a time t is the fusion of all events that occur at
subintervals of t]

∀e[MXE(e)↔ ∃t[e = FU(λe[τ(e) ⊆ t])]]
[a maximal event is the fusion of all events that occur at subinter-
vals of some interval]

Negation is then translated as follows:

do not⇒ λPλe[MXE(e) ∧ ¬∃e′[P(e′) ∧ e′ ⊆ e]]
The way this rule works is illustrated by the following example:

John did not arrive (ignoring tense)⇒
λe[MXE(e) ∧ ¬∃e′[arrive′(e′) ∧Ag(e′, j) ∧ e′ ⊆ e]]
[an event of John’s not arriving is ane such that, for some timet , e
is the fusion of all events that occur at subintervals oft ande does
not contain an event of John’s arriving as a part]

A consequence of this way of translating negation is that negated event
predicates are not quantized and thusfor-adverbs are correctly licensed
with them:

(13)b. ??John arrived for three hours

c. John did not arrive for three hours
17 However, as it was shown in 5.2, sentence (13a) is no longer a problem for this account

under a negative concord analysis ofno. The treatment we present here is based instead on
the assumption thatno is a negative quantifier.
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Intuitively, the reason why this consequence holds is that, ife is the fusion
of all events temporally included in some interval ande does not contain
any event of John’s arriving, any proper part ofe which is the fusion of
all events temporally included in a subinterval of the interval at whiche

occurs will also fail to include events of John’s arriving.
Although Krifka does not discuss the quantifierno, a similar analysis

may be extended to this quantifier to ensure thatwrite no lettersis not
quantized. Here’s how the relevant translation rule should be formulated:

Tno. [NP no [N ′ α]] ⇒ λPλe[MXE(e) ∧ ¬∃e′∃z[P(z)(e′) ∧ α′(z)∧
e′ ⊆ e]]
Example:

[NP no [N ′ letters]]⇒ λPλe[MXE(e) ∧ ¬∃e′∃z[P(z)(e′) ∧
letters′(z)∧ e′ ⊆ e]] by Tno

[VP write no letters]⇒ λy[λPλe[MXE(e) ∧ ¬∃e′∃z[P(z)(e′) ∧
letters′(z)∧ e′ ⊆ e]](λx[λxλyλe[write′(e) ∧ Ag(e, y) ∧
Pat(e, x)](x)(y)])] by TVP [t r]
⇒ λy[λPλe[MXE(e)∧¬∃e′∃z[P(z)(e′)∧ letters′(z)∧ e′ ⊆ e]]
(λxλe [write′(e) ∧ Ag(e, y) ∧ Pat(e, x)])] by λ-conv.

⇒ λy[λe[MXE(e) ∧ ¬∃e′∃z[λxλe[write′(e) ∧Ag(e, y) ∧
Pat(e, x)](z) (e′) ∧ letters′(z)∧ e′ ⊆ e]]] by λ-conv.

⇒ λyλe[MXE(e)∧¬∃e′∃z[write′(e′)∧Ag(e′, y)∧Pat(e′, z)∧
letters′(z)∧ e′ ⊆ e]] by λ-conv.

This translation predicts correctly thatfor-adverbs should be acceptable
with the predicatewrite no letters, since, when the quantified NPno letters
is in the scope of thefor-adverb, the predicate to which the adverb applies
is not quantized.18

6.2.2. The Aspectual Effect of Frequency Adverbs
Sentence (17b) shows that frequency adverbs can combine with quantized
event predicates and yield non-quantized event predicates:

(17)b. ??John found a flea on his dog every day for a year

18 An anonymous referee objects to our use of the word ‘quantifier’ here and claims
that, in our analysis,no letter is no quantifier. Our reason to classifyno as a quantifier
in this analysis is that it introduces a negative existential quantifier over letters in the
translation. Indefinite NPs likea letter or some lettersin the Kamp-Heim account are
not quantificational in this sense since they introduce no quantifier over letters in the
translation.
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In the approach we are pursuing, this result can be achieved in this way.
Let’s assume that frequency adverbs may carry syntactic indicesj, . . ., k

and that the translation ofevery dayis specified as follows:

[NP j,...,k every day]⇒ λPλe[MXE(e)∧∀t[(day′(t)∧t ⊆ τ(e))→
∃e′, vj, . . . , vk[τ(e′) ⊆ t ∧ P(e′) ∧ e′ ⊆ e]]]

By combining this frequency adverb with the translation ofJohn find a
flea,

[S John find a flea]⇒ λe[f ind ′(e)∧Ag(e, John′)∧Pat(e, x i)∧
f lea′(x i)]

the following translation is generated for the sentenceJohn find a flea every
day:

John find a fleai every dayi ⇒ λe[MXE(e) ∧ ∀t[(day′(t) ∧
t ⊆ τ(e)) → ∃e′, x i[τ(e′) ⊆ t ∧ f ind(e′) ∧ Ag(e′, J ohn′) ∧
Pat(e′, x i) ∧ f lea′(x i) ∧ e′ ⊆ e]]]
[e is an event of John’s finding a flea every day iffe meets (i)–(ii):
(i) e is the fusion of all events temporally included in some interval,
(ii) for every dayt temporally included ine there is an evente′ of
John’s finding a flea which is temporally included int and is part
of e]

This analysis of frequency adverbs predicts that the predicateis an event
of John’s finding a flea every dayis not quantized. Indeed, suppose that
t is a month-long interval such that every day int John finds a flea on
his dog. Lett ′ be a proper subinterval oft that contains only ten days.
Then, the fusion of all events temporally included int and the fusion of
all events temporally included int ′ meet conditions (i)–(ii) above. Thus,
both these fusions are in the denotation of the predicateis an event of
John’s finding a flea every dayand they stand in the proper part relation.
Thus, this predicate is not quantized and we should expect thefor-adverb
in (17a) to be acceptable.19

19 Since the translation of the atemporal sentenceJohn find a flea every dayis a predicate
of events, an anonymous reviewer asks how (i) can be accommodated:

(i) John found a flea every day last week

One possibility is this. The tense node introduces aλ-abstraction over a reference time that
is available for modification by time adverbs likelast weekand this reference time ends up
being existentially quantified over by the same rule of existential closure responsible for
existentially binding the event variable. Here’s how the tense rule can be formulated:

[TP[past] S] ⇒ λeλt r [t r < now ∧ τ(e) ⊆ t r ∧ S′(e)]
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7. MORE PUZZLES AND SOLUTIONS

In Section 3, we presented some puzzles for Krifka’s account of the quant-
izing effects of indefinite NPs of the forman N and some Ns. We have
now seen a way of deriving this effect based on the Kamp-Heim analysis
of indefinites. But there are also other NP types whose quantizing effect
is problematic for Krifka’s account (and, in general for accounts based on
a standard semantics for these NP types) and for which the Kamp-Heim
analysis of indefinites seems to be of little help. In the next section, we
take up the case of the determinermostand we present an account of its
quantizing effect with accomplishment-achievement predicates.

7.1. The Problem ofmost

The quantifiermostyields quantized predicates when it combines with
accomplishment/achievement verbs:20

(23)a. ??John found most of the fleas for an hour

b. John found most of the fleas in an hour

Since NPs likemost fleasare inherently quantificational in the Kamp-Heim
analysis, they do not introduce free variables, and thus we cannot extend
to (23) the account suggested for (5)–(7). But then, how do we derive the
fact that the VPs in (23) are quantized?

Krifka (1989) proposes the following analysis ofmost. Let’s define the
functionmax in this way:

the functionmax maps a relation between numbers and entities to
the highest number for which the relation holds

The translation ofmost fleasmay now be stated thus:

John found a flea every day⇒ λeλt r [t r < now ∧ τ(e) ⊆ t r ∧ [MXE(e) ∧
∀t[(day′(t) ∧ t ⊆ τ(e)) → ∃e′, xi [τ(e′) ⊆ t ∧ f ind ′(e′) ∧ Ag(e′, John′) ∧
Pat (e′, xi) ∧ f lea′(xi ) ∧ e′ ⊆ e]]]]

20 G. Carlson pointed out to us that there is a contrast between (23b) and (i) (which we
had noticed too):

(23)b. John found most of the fleas in an hour

(i) ??John found most fleas in an hour

We don’t know how to account for this fact. As it doesn’t seem to affect our point, we’ll
ignore it.
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most fleas[obj,pat ] ⇒ λPλe[MXE(e) ∧max(λnλx∃e′[P(e′) ∧
f lea′(x, n)∧Pat(x, e′)∧e′ ⊆ e]) > 1/2max(λnλx[f lea′(x, n)])]
find most fleas⇒ λe[MXE(e) ∧max(λnλx∃e′[f ind ′(e′) ∧
f lea′(x, n)∧Pat(x, e′)∧e′ ⊆ e]) > 1/2max(λnλx[f lea′(x, n)])]

According to this translation, an evente is an event of finding most fleas
iff e meets these conditions:

(i) e is the fusion of all events included in some interval;

(ii) the number of found fleas ine is greater than one half the number
of fleas.

The problem with this analysis is that it fails to predict thatfind most fleasis
quantized. Suppose that there are only ten fleas and that during the interval
i John found nine fleas, while during the intervali′ ⊂ i he found seven
fleas. Now, consider the fusione of all events temporally included ini and
the fusione′ of all events temporally included ini′. Presumably,e′ ⊂ e.
But in bothe ande′ the number of found fleas is greater than one half the
number of fleas. Thus, bothe ande′ are in the denotation offind most fleas.
Thus, Krifka’s interpretation ofmostdoes not guarantee thatfind most fleas
is quantized. Yet, (23a) is anomalous (barring iterative readings).

M. Rooth observed at the 6th meeting of SALT that the problem raised
by most, rather than pointing at an inadequacy of Krifka’s translation of
most, may indicate instead that the assumption thatfor-adverbs apply to
non-quantized predicates is insufficient to account for their distribution.
For example, the problem posed bymostfor Krifka would disappear if we
imposed a stricter condition on the domain of application offor-adverbs:

A2. A predicate P can combine withfor-adverbs if some event in the de-
notation of P is the sum of two disjoint events that are also in the
denotation of P.

As no event of finding most fleas can be the sum of two disjoint events
of finding most fleas, the predicatefind most fleasis correctly predicted to
be unacceptable withfor-adverbs by this condition. However, notice that,
while restating the condition on the domain of applicability offor-adverbs
may help in accounting for the behavior of certain NP-types, the condition
just mentioned, besides failing to account for predicates likewrite some
letters(which seems to meet A2 and yet is odd withfor-adverbs), also fails
to account for the behavior of proportional quantifiers other thanmost, like
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for example the quantifierless than half. Indeed, the predicatefind less
than half of the fleasseems to meet A2, although (23c) is anomalous:21

(23)c. ??John found less than half of the fleas for an hour

Furthermore, while A2 would resolve the problem posed bymost, it would
fail with variations such asmore than one quarter, as distinct subevents
of finding one third of the fleas would satisfyfind more than one quarter
of the fleas, as would the whole event of finding two thirds of the fleas.
While one might consider ways of generalizing A2, we do not consider
it obvious how to do so without running into the minimal parts problem.
For these reasons, we will go on assuming that the problem posed by the
behavior of proportional quantifiers withfor-adverbs calls for restating the
interpretations of these quantifiers rather than the condition on the domain
of applicability of for-adverbs.

We could make sure thatfind most fleasis quantized by using Krifka’s
relationmaximal event at a time t(MXT) in place of the relation MXE in
the translation ofmost:

most fleas[obj,pat ] ⇒ λPλe[MXT (e, t) ∧max(λnλx∃e′[P(e′) ∧
f lea′(x, n)∧Pat(x, e′)∧e′ ⊆ e]) > 1/2max(λnλx[f lea′(x, n)])]

In this case,find most fleasturns out to be quantized, as no proper part of
the fusion of all events temporally included int can also be the fusion of all
events temporally included int . The reason why this won’t do, however,
is that it predicts that activity predicates should also be quantized when
they combine withmost. This prediction is incorrect, as the acceptability
of (23d) shows:

(23)d. John ruled most of the committees for ten years

7.2. A Solution to the Problem ofmost: Maximal Participants

An account of the behavior ofmostwith activity predicates and accom-
plishment/achievement predicates can be obtained by summing individuals
instead of summing events. Intuitively, this solution may be stated in this
way: an event of John’s writing most of the letters is a writing event whose
patient is (the plural individual which is) the sum of all the letters written

21 Examples like (23c) are also problematic for the quantificational analysis, since if
John found less than half of the fleas during a one hour interval, it will also be true that
John found less than half of the fleas during all (relevant) sub-intervals of that one hour
interval.
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by John at a reference timet r and the cardinality of this plural individual
must be greater than one half the number of the letters. To see why this way
of handlingmostyields the desired result, let’s see what the translations of
mostand of the relevant predicates look like in this account. Let’s define
the relationMax in this way:

∀x[Max(P, x) ↔ P(x) ∧ ¬∃y[P(y) ∧ x ⊂ y]]
[an individual is a maximal P iff it is P and it is not a proper part
of another P]

Let’s assume that, while the predicate of the translation languageletter ′
contains only atomic letters, the predicateletters′ contains in its denota-
tion all the objects that are either individual letters or plural individuals
obtained by summing these letters:

‖letter ′‖M = {x ∈ U | x is a letter}
‖letters′‖M = {x ∈ U | x ∈ ‖letter ′‖M or x is the sum of
individuals belonging to‖letter ′‖M}

We can now state the translation ofmost lettersin this way:

most letters⇒ λPλe∃x[P(x)(e) ∧Max(λz∃e′[P(z)(e′) ∧
letters′(z)∧ τ(e′) ⊆ t r ], x) ∧ |x| > 1/26(λz[letter ′(z)])]

The predicatewrite most letterswill be thus translated as follows:

write most letters⇒ λyλe∃x[write′(e) ∧ Ag(e, y) ∧
Pat(e, x) ∧Max(λz∃e′[write′(e′) ∧ Ag(e′, y) ∧ Pat(e′, z) ∧
letters′(z)∧ τ(e′) ⊆ t r ], x) ∧ |x| > 1/26(λz[letter(z)])]
[an event of writing most letters is a writing event whose patient is
the sum of all the letters written by the agent at the reference time
t r and the cardinality of this plural individual must be greater than
one half the number of the letters]

According to this translation, the predicate which results from saturating
the subject argument ofwrite most lettersis quantized. Here’s why. Given
that the object role ofwrite has the property of mapping to objects, a proper
parte′ of an evente in the denotation ofwrite most lettersshould affect a
proper part of the sum of all letters written at the reference timet r by the
agent. But this means thate′ is not in the denotation ofwrite most letters,
since by definition events in this denotation must have the sum of all letters
written by the agent att r as patients.

The restriction introduced by the mention of the reference time in the
translation of the NP is needed as it would be clearly incorrect to require
that the patient of an event of writing most letters be the sum of all letters
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ever written by the agent. It may be true that, on a given occasion, John
wrote most letters although the group of letters that John wrote on that
occasion is not the sum of all letters that John ever wrote. The variable
t r is a selected variable identical to the one introduced by the tense node
which identifies the reference time of the sentence. In the simple case, this
variable will thus end up being bound by the same existential quantifier
binding the variable for the reference time introduced by the tense node.22

The option of using the same variable (discourse marker) for the reference
time at various stages during the construction of the semantic representa-
tion of the sentence is common in DRT treatments of tenses.23 We assume
that a similar option is available here.24

The translation of activity predicates likerule most countrieswill be
this:

rule most countries⇒ λyλe∃x[rule′(e)∧Ag(e, y)∧Pat(e, x)∧
Max(λz∃e′[rule′(e′) ∧ Ag(e′, y) ∧ Pat(e′, z) ∧ countries′(z) ∧
τ(e′) ⊆ t r ], x) ∧ |x| > 1/26(λz[country′(z)])]

The predicate which results from saturating the subject argument ofrule
most countriesis not quantized. Indeed, suppose thate is an event of
ruling most countries. Then,e is an event whose patient is the sum of
all the countries ruled at the reference timet r . But, asrule doesn’t have
the property of mapping to objects for non-iterative predicates, the set of
countries ruled att r may also be the set of countries ruled during a proper
part e′ of e. This means that bothe and e′ may be in the denotation of
rule most countries. If this is correct, this way of stating the semantics
of mostachieves the desired result that this quantifier yields quantized
predicates when combined with achievement/accomplishment verbs and
yields non-quantized predicates when combined with activity verbs.25

7.3. The Case ofless than n

A problem similar to the one described formostarises also for Krifka’s
translation of quantifiers likeless than n. His translation forless than
ten fleasdoes not ensure that predicates likefind less than ten fleasare
quantized, while they should be by thefor-adverb test:

22 Cf. footnote 19. We need to qualify this as the simple case, since in 8.4 we suggest
that a frequency adverb intervening between the tense node and the NP may bind the time
variable introduced by the maximality clause.

23 See, for example, Partee (1984).
24 In this sense, this proposal involves the same limited departure from strict composi-

tionality of DRT treatments of tenses.
25 We point out that the account behaves properly in the case ofrule most countriesas

the move considered in 7.1 to account for the quantizing effect ofmostdoesn’t.
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less than ten fleas[obj,pat ] ⇒ λPλe[MXE(e) ∧
max(λnλx∃e′[P(e′) ∧ f lea′(x, n) ∧ Pat(x, e′) ∧ e′ ⊆ e]) < 10]

(24)a. ??John found less than ten fleas for an hour

b. John found less than ten fleas in an hour

Indeed, given the above translation ofless than ten fleas, the predicatefind
less than ten fleaswould be translated thus:

find less than ten fleas⇒ λe[MXE(e) ∧
max(λnλx∃e′[f ind ′(e′) ∧ f lea′(x, n) ∧ Pat(x, e′) ∧ e′ ⊆ e]) <
10]

Again, in the scenario described in 7.1 (John finds nine fleas during the in-
tervali and finds seven fleas during the intervali′ ⊂ i), there are two events
that stand in the proper part relation and that are both in the denotation of
the predicate.

The problem posed byless than nis similar to the one described for
most, but dealing withless than nposes an additional problem. Suppose
that we translateless than ten fleasroughly in the same way as we trans-
latedmost, with the difference that we require instead that the cardinality
of the fleas found at the reference timet r must now be less than ten. This
would amount to adopting these translations forless than ten fleasandfind
less than ten fleas:

less than ten fleas⇒ λPλe∃x[P(x)(e) ∧Max(λz∃e′[P(z)(e′) ∧
f leas′(z)∧ τ(e′) ⊆ t r ], x) ∧ |x| < 10]
find less than ten fleas⇒ λyλe∃x[f ind ′(e) ∧ Ag(e, y) ∧
Pat(e, x) ∧ Max(λz∃e′[f ind ′(e′) ∧ Ag(e′, y) ∧ Pat(e′, z) ∧
f leas′(z)∧ τ(e′) ⊆ t r ], x) ∧ |x| < 10]

The problem with this proposal is that it requires that an event of finding
less than ten fleas must have a group of some fleas as a patient and this
prediction is not right. Indeed, sentence (25) does not entail that John found
some fleas, as shown by the fact that there is no contradiction in continuing
an utterance of (25) by saying that, in fact, John found no flea at all.

(25) John found less than ten fleas

A possible way to solve this problem is the following. Intuitively, what we
need to say in order to account for (25) is this: an event of finding less
than ten fleas iseithera finding event whose patient is the maximal group
of fleas found at the reference timet r and the cardinality of this group is
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smaller than tenor an event of finding no flea at all. Our translation above
for find less than ten fleasspells out what an event of the first kind is. What
we need to find is a way of introducing the other disjunct in the translation
of find less than ten fleas, the clause that says that an event in the denotation
of the predicate may be an event in which no flea is found.

find less than ten fleas⇒ λyλe[. . . ∨ ∃x[f ind ′(e) ∧ Ag(e, y) ∧
Pat(e, x) ∧Max(λz∃e′[f ind ′(e′) ∧ Ag(e′, y) ∧ Pat(e′, z)∧
f leas′(z)∧ τ(e′) ⊆ t r ], x) ∧ |x| < 10]]

In filling in the missing part, however, we have to exercise some care. It
will not do to require that such an event must simply be an event of the
type we find in the denotation offind no fleaaccording to the translation
rule for no in Section 6.2.1. This rule was designed to makefind no flea
a nonquantized predicate and, if we used it to fill the missing clause in
the translation offind less than ten fleas, we would get as a consequence
that the predicatefind less than ten fleasis no longer quantized, as the
events in the denotation of the predicate that satisfy the first disjunct could
have proper parts that still satisfy the first disjunct and thus are also in the
denotation of the predicate.

What we need for the purpose of stating the meaning ofless than nis
a way of expressing negation which does not have this effect of making
the predicate non-quantized. Help to deal with this problem comes from
Krifka’s (1989) treatment of negation. Krifka introduces two translations
for negation. One translation, which we have seen in 6.2.1, makes use of
the notion of fusion of all events that occur at subintervals of some interval
(MXE) and is designed to account for the acceptability of (13c).

(13)c. John did not arrive for three hours

The other translation is needed to account for the fact that sentence (26) is
true only if the non-laughing of John lasted the whole day:

(26) John did not laugh yesterday

This translation makes use of the notion of fusion of all events that occur at
subintervals of the reference time (MXT) and has the effect of quantizing
the predicate to which it applies. This type of negation, then, is the one we
need to complete our translation offind less than ten fleas. Here’s how we
proceed. Recall how the notion MXT was defined by Krifka:

∀e∀t[MXT (e, t)↔ e = FU(λe[τ(e) ⊆ t])]
[a maximal event at a timet is the fusion of all events that occur at
subintervals oft ]



258 SANDRO ZUCCHI AND MICHAEL WHITE

By using MXT, we may now translatefind less than ten fleasin this way:26

find less than ten fleas⇒ λyλe[(MXT (e, t r)∧¬∃e′∃z[f ind ′(e′)∧
Ag(e′, y) ∧ Pat(e′, z) ∧ f leas′(z) ∧ e′ ⊆ e]) ∨ ∃x[f ind ′(e) ∧
Ag(e, y) ∧ Pat(e, x) ∧ Max(λz∃e′[f ind ′(e′) ∧ Ag(e′, y) ∧
Pat(e′, z) ∧ f leas′(z) ∧ τ(e′) ⊆ t r ], x) ∧ |x| < 10]]

This translation requires now that an event in the denotation offind less
than ten fleasmust be an event that is either of kind (a) or of kind (b):

(a) an event which is the fusion of all events that occur at subintervals
of the reference timet r and which does not contain an event of
finding fleas;

(b) a finding event whose patient is a group, the sum of all fleas found
at the reference timet r and the cardinality of this group is less than
ten.

This leads us to expect that the predicatefind less than ten fleasis quant-
ized, as neither events of kind (a) nor events of kind (b) can have proper
parts of the same kind.27 Moreover, the translation correctly predicts that
(25) does not entail that John found some flea, since an event in the de-
notation offind less than ten fleasmay be an event of type (a). Our final
translation for the determinerless than n fleason which the translation of
the predicate is based is the following:

less than ten fleas⇒ λPλe[(MXT (e, t r) ∧ ¬∃e′∃z[P(z)(e′) ∧
f leas′(z)∧ e′ ⊆ e]) ∨ ∃x[P(x)(e) ∧Max(λz∃e′[P(z)(e′) ∧
f leas′(z)∧ τ(e′) ⊆ t r ], x) ∧ |x| < 10]]

8. THE MAXIMAL PARTICIPANTS ACCOUNT

In the Kamp-Heim approach we sketched, we have accounted for the
quantizing power of NPs of the forman Nby assuming that these NPs are
not inherently quantificational and we have accounted for the quantizing
power of NPs of the formmost Nsby appealing to maximal participants.
We do not necessarily expect uniformity here, as it would certainly be

26 Notice that we are not claiming here that there is a translation offind no fleaswhich
makes use of this negation. We are only claiming that this type of negation is the one
needed to spell out the meaning of downward entailing quantifiers likeless than n.

27 Notice that this analysis also leads us to expect thatrule less than ten countriesis
non-quantized by our definition in (Q) as some model may contain, for example, events of
ruling two countries that have as proper parts events of ruling two countries.



TWIGS, SEQUENCES AND THE TEMPORAL CONSTITUTION OF PREDICATES259

possible that the quantizing effect of indefinites of the forman Nandsome
Ns and of NPs of the formmost Nsand less that n Nsis due to different
underlying devices. Yet, now that we have seen how to deal with NPs of
the latter forms by means of maximal participants, a natural question to
ask is whether maximal participants provide an alternative strategy for ex-
plaining the behavior of quantizing NPs in general, included the indefinites
we discussed at the outset. In the next section, we explore this possibility.

8.1. Extending the Account to Indefinites

By appealing to maximal participants, we can account for the fact that
accomplishment/achievement verbs are quantized when they combine with
NPs of the forman N andsome Nscompatibly with the view that these
NPs are quantificational (a view which is held, for example, by DMG ac-
counts of anaphora).28 Applied to NPs of this type, the maximal participant
approach amounts to assuming translation rules of the following kind:

[NP somepl. [N ′ α]] ⇒ λPλe∃x[P(x)(e)∧Max(λz∃e′ [P(z)(e′)∧
α′(z) ∧τ(e′) ⊆ t r ], x) ∧ |x| > 1]
[NP a(n) [N ′ α]] ⇒ λPλe∃x[P(x)(e) ∧ Max(λz∃e′[P(z)(e′) ∧
α′(z)∧ τ(e′) ⊆ t r ], x)]
some letters⇒ λPλe∃x[P(x)(e) ∧Max(λz∃e′[P(z)(e′) ∧
letters′(z)∧ τ(e′) ⊆ t r ], x) ∧ |x| > 1]
a letter⇒ λPλe∃x[P(x)(e)∧Max(λz∃e′ [P(z)(e′)∧ letter ′(z)∧
τ(e′) ⊆ t r ], x)]

The predicateswrite a letterandwrite some lettersare thus assigned these
translations:

write some letters⇒ λyλe∃x[write′(e)∧Ag(y, e)∧Pat(x, e)∧
Max(λz∃e′[write′(e′) ∧ Ag(y, e′) ∧ Pat(z, e′) ∧ letters′(z)∧
τ(e′) ⊆ t r ], x) ∧ |x| > 1]
[an event of writing some letters is a writing event whose patient
is maximal among the plural individuals that are letters written at
the reference timet r ]

write a letter⇒ λyλe∃x[write′(e) ∧ Ag(y, e) ∧ Pat(x, e) ∧
Max(λz∃e′ [write′(e′) ∧ Ag(y, e′) ∧ Pat(z, e′) ∧ letter ′(z)∧
τ(e′) ⊆ t r ], x)]
[an event of writing a letter is a writing event whose patient is
maximal among the individuals in the denotation ofletter written
at the time tr ]

28 See Groenendijk and Stokhof (1990), Groenendijk and Stokhof (1991).
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Let’s consider the case ofwrite some lettersfirst. According to the above
translation, the predicateis an event of John’s writing some lettersis quant-
ized for the following reason. Given thatletters′ is cumulative, there is
exactly one element which is maximal in the denotation of the predicate
λz∃e′[write′(e′) ∧ Ag(John, e′) ∧ Pat(z, e′) ∧ letters′(z)∧ τ(e′) ⊆ t r ]
and this element is the sum of all letters written by John att r . An event
of John’s writing some letters must thus have as a patient the sum of all
letters written by John at the reference timet r . As the object role ofwrite′
has the property of mapping to objects, a proper subevente′ of an event in
the denotation ofis an event of John’s writing some lettersmust have as
a patient a proper part of the sum of all the letters written att r . But this
means thate′ is not in the denotation ofis an event of John’s writing some
letters.29

Now, consider the translation of the predicatewrite a letter. As the
predicateletter ′ is not cumulative, there may be more than one maximal
element in the denotation ofλz∃e′[write′(e′)∧Ag(John, e′)∧Pat(z, e′)∧
letter ′(z)∧ τ(e′) ⊆ t r ]. In particular, any singular letter written by John in
the intervalt r counts as maximal. So, an event of John’s writing a letter is
an event whose patient is a singular letter written at the interval of reference
t r . Since the object role ofwrite has the property of mapping to objects,
a proper subevente′ of an event in the denotation ofis an event of John’s
writing a lettermust have as a patient a proper part of a single letter. But a
proper part of a letter isn’t a letter, soe′ is not an event of writing a letter.30

29 An anonymous reviewer raises the following objection to this account ofsome. Sup-
pose I wrote some letters yesterday morning and that I also wrote some letters yesterday
afternoon. Then, these events are both events of writing some letters with respect to dif-
ferent reference times. These events are also parts of a larger event which is an event of
writing some letters with respect to the reference time yesterday. Thus, we have an event
of writing some letters that includes as parts two events of writing some letters. How can
it be then thatfor-adverbs are not acceptable with predicates likewrite some letters? The
answer is that, in this account, predicates likewrite some lettersare always relative to
some reference time at an underlying level, whether or not this reference is made explicit
on the surface. This is what the time variable in the translation of the predicate indicates.
The conclusion that, in the example at hand, we have an event of writing some letters that
includes as parts two events of writing some letters should thus be spelled out formally in
this way: we have a writing evente whose patient is the maximal group of letters written
at t (yesterday) that includes as proper parts writing eventse′ ande′′ whose patients are
the maximal group of letters written att ′ (yesterday morning) and the maximal group of
letters written att ′′ (yesterday afternoon). This is true, of course, but it does not show that
the predicateis a writing evente whose patient is the maximal group of letters written att

is not quantized, ase′ ande′′ are not in the denotation of the predicate.
30 Notice, by the way, that the relation Max we use in the translation ofa, some, etc. is

the one defined at the beginning of Section 7.2. According to this definition, an individual
is maximal relative to a predicate P if it is P and there is no proper part of it that is P. This
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By extending the maximal participants account to NPs of the forman
N andsome Nsin the way suggested above, we thus derive the facts in (3b)
and (9):

(3)b. ??John wrote a letter for an hour

(9) ??John found some fleas on his dog for an hour

How does this account fare with respect to the problem posed by predicates
like sequence, twig andquantity of milk? The account correctly predicts
that the predicateis an event of John’s writing a sequenceis quantized.

write a sequence⇒ λyλe∃x[write′(e) ∧ Ag(y, e) ∧ Pat(x, e) ∧
Max (λz∃e′[write′(e′)∧Ag(y, e′)∧Pat(z, e′)∧ sequence′(z)∧
τ(e′) ⊆ t r ], x)]
[an event of writing a sequence is a writing event whose patient
is maximal among the individuals that are in the denotation of
sequence written at the timet r ]

It makes this prediction, since, according to the translation ofwrite a se-
quence, an event of writing a sequence is a writing event whose patient is
the maximal sequence written at the reference timet r . As the object role
of write has the property of mapping to objects, a proper part of any such
event cannot be an event of writing a maximal sequence written att r .

The acceptability of (4c) is explained in this account along the same
lines suggested for the Kamp-Heim account.

(4)c. John wrote letters for an hour

If the for-adverb in (4c) applies to the predicate

λe[write′(e) ∧ Pat(e, lettersk)]
where the patient of the writing event is a kind, lexical principles (a)–(b)
predict that the predicatewrite lettersshould not be quantized.

(a) ∀e∀xk[write′(e)→ (Patient (e, xk) ↔
∃x(R(x, xk) ∧ Patient (e, x)))]
[if e is a writing event, then kindxk is a patient ofe just in case
there is an individual realizingxk which is the patient ofe]

(b) ∀x[letters′(x) ↔ R(x, lettersk)]
predicts correctly that if John didn’t write any letter att r , it is false that John wrote a letter
at tr , as there is no writing event by John whose patient is a letter written at tr .
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[x is a collection of letters/a quantity of milk just in case x realizes
the kind letters/milk]

For sake of completeness, we end this section by stating the interpreta-
tion of the definite articlethein the maximal participant approach (At(x, t)
means thatx is in existence att):31

[NP the [N ′ α ]] ⇒ λPλe∃x[P(x)(e) ∧Max(λz[α′(z)], x) ∧
∀y[Max(λz [α′(z)∧ At(z, t r)], y)→ x = y]]
find the flea⇒ λyλe∃x[f ind ′(e)∧Pat(x, e)∧Ag(y, e)∧Max(λz
[f lea′(z)], x)∧∀y[Max(λz[f lea′(z)∧At(z, t r)], y)→ x = y]]
[an event of finding the flea is a finding event whose patient is the
maximal element in the denotation of flea’]

find the fleas⇒ λyλe∃x[f ind ′(e) ∧ Pat(x, e) ∧ Ag(y, e)

∧Max(λz [f leas′(z)], x) ∧ ∀y[Max(λz[f leas′(z) ∧
At(z, t r)], y)→ x = y]]
[an event of finding the fleas is a finding event whose patient is the
maximal element in the denotation of fleas’]

8.2. Maximal Participants and the Quantificational Analysis of
for-Adverbs

In this section, we show that the maximal participants account can also be
stated in the quantificational analysis offor-adverbs. In particular, we will
show how maximal participants can be introduced in Moltmann’s analysis
to account for the case ofa sequenceand the case ofsome fleastrusting
that this will be sufficient to indicate to the reader how the extension to the
other data we discuss may be achieved.

31 A similar interpretation is also suggested in Krifka (1989). Notice, by the way, that,
under the assumption that common nouns likebeermay denote sets of kinds in addition to
denoting sets of individuals, the acceptability of (12b) under the kind reading of the object
NP is still expected by this interpretation of the definite article:

(12)b. John drank the beer that Bill recommended for hours (before admitting that
he hated it)

Here’s why. Suppose that Bill recommended bitter. Then, the kind bitter is the maximal
element in the denotation ofbeer that Bill recommended. According to the above interpret-
ation of the definite article, this means that an event of drinking the (kind of) beer that Bill
recommended must be a drinking event whose patient is the kind bitter. But events of this
sort may have proper parts that are also events of drinking bitter.
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The maximal participants account can be incorporated into Moltmann’s
analysis by assuming the following translations for (5) and (9):32

John wrote a sequence for ten minutes⇒
∃t ′(10−minutes′(t ′) ∧ ∀t ′′(t ′′P t ′ →
∃e∃x(write′(e, x, John) ∧Max(λz∃e′[write′(e′, z, J ohn) ∧
sequence′(z)∧ τ(e′) ⊆ t ′], x) ∧ at (e, t ′′) ∧ past (t ′))))

John found some fleas on his dog for an hour⇒
∃t ′(an− hour ′(t ′) ∧ ∀t ′′(t ′′P t ′ →
∃e∃x(f ind ′(e, x, John) ∧Max(λz∃e′[f ind ′(e′, z, J ohn) ∧
f leas′(z)∧ on′(J ohn′s − dog′, z) ∧ τ(e′) ⊆ t ′], x) ∧
at (e, t ′′) ∧ past (t ′))))

According to the translation of (5), this sentence is true if at every subin-
terval of a past ten minute interval there is an event of John’s writing a
sequence which is maximal among the sequences written by John during
that interval. Clearly, ife is an event occurring at a past ten minutes long
interval t ′ and e is also an event of John’s writing a maximal sequence
relative to t ′, no event of writing a part of this sequence occurring at a
subinterval oft ′ can be an event of John’s writing a maximal sequence
relative tot ′. For example, suppose thate is a past ten minutes long event
of John’s writing the sequence 1,. . . ,100 and that this sequence is maximal
among the sequences John wrote during that interval. By the definition
of maximality and the property of mapping to objects, no proper part of
e can be an event of John’s writing a maximal sequence relative to that
ten minute interval. Indeed, ife′ is a part ofe in which John writes the
sequence 1,. . . ,50,e′ is not an event of writing a maximal sequence re-
lative to the past ten minute interval, since the sequence written ine′ is
part of a larger sequence written during that interval, namely the sequence
1,. . . ,100. Again, this correctly predicts that (5) cannot be verified simply
by the existence of a past ten minutes long event of writing a sequence
and by the proper parts of this event. Similar considerations also apply
to (9). Thus, both the Kamp-Heim approach and the maximal participants
approach can be stated in the quantificational analysis to account for the
puzzle of the sequence and the puzzle ofsome.

32 Moltman assumes that the reference time of the sentence is identical to the interval
measured by thefor-adverb. The way we introduce maximal participants into her analysis
reflects this assumption. But introducing maximal participants into the quantificational
analysis offor-adverbs is not dependent on this assumption.
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8.3. Numerals and Pragmatics

The term maximal participants may generate a misunderstanding. In par-
ticular, it may suggest that we are locating in the semantics phenomena
that have been traditionally regarded as belonging to the domain of prag-
matics, like certain effects often observed with numerals. In fact, our
approach allows one to account for the behavior of numerals in a way
which is compatible with treating certain inferences about numerals as
pragmatic implicatures, and it may contribute to a better understanding
of the approach to see why it allows for that.

Imagine a context in which everyone who has three children gets a free
ticket to the zoo. In this context, with no fear of contradiction, one may ask
for a free ticket by declaring:

(27) I have three children. In fact, I have five.

One might conclude that therefore the NPthree childrenin (27) is not
maximal. But our account does not require thatthree childrenbe maximal
in the sense that to have three children means to have exactly three. In this
account, the interpretations ofthree childrenandhave three childrenmay
be stated in this way:

three children⇒ λPλe∃x[P(x)(e) ∧Max(λz∃e′[P(z)(e′) ∧
children′(z)∧ τ(e′) ⊆ t r ], x) ∧ |x| ≥ 3]
have three children⇒ λyλe∃x[have′(e)∧Ag(e, y)∧Pat(e, x)∧
Max(λz∃e′[have′(e′) ∧ Ag(e′, y) ∧ Pat(e′, z)∧ children′(z)∧
τ(e′) ⊆ t r ], x) ∧ |x| ≥ 3]

According to these translations, an event of having three children is a
having event whose patient is the sum of all children the agent has at
the reference timet r and the cardinality of this plural individual must be
greater than or equal to three. In this interpretation, therefore, having three
children is consistent with having more than three.33

33 An anonymous reviewer points out that we can have anaphoric reference to non
maximal sets in the following discourse:

(i) John wrote at least two letters this morning. I know this because they are on the
table waiting for Bill to take them to the post. He may have written more, but has
not put them out to mail.

We find the anaphoric reference easier to get in (ii), where the discourse implicates that
John wrote exactly two letters:

(ii) John wrote two letters. They are on the table waiting to be mailed.
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Even so, one might wonder whether a maximality condition of the kind
we introduced should not be regarded as an implicature, rather than be
located in the semantics of the NPs, where we chose to locate it. The
answer is negative, at least if maximal participants have to play a role in
accounting for why the following sentences are anomalous:

(5) ??John wrote a sequence for ten minutes

(6) ??John found a twig for ten minutes

(7) ??John drank a quantity of milk for an hour

(9) ??John found some fleas on his dog for an hour

(23)a. ??John found most of the fleas for an hour

These data cannot be derived if maximality is simply a matter of pragmatic
implicature. As the case of theexactly three-implicature in (27) shows,
pragmatic implicatures are cancelable, i.e. they do not usually cause a
sentence to be anomalous. If the maximal participants account predicts
the above facts, it’s because the maximality condition, as we stated it, is a
semantic condition, not a pragmatic one.

8.4. Frequency Adverbs with Maximal Participants

The version of the maximal participants approach outlined so far still
falls short of accounting for some of the data we dealt with in the
Kamp-Heim approach. In particular, we have said nothing about how
the maximal participants approach may handle the aspectual effects of
frequency adverbs.

In the Kamp-Heim approach, the acceptability of (17) was derived by
assuming that the frequency adverb can bind the variables introduced by
the indefinite NPsa cart anda flea:

(17)a. John pushed a cart every day for a year

b. John found a flea on his dog every day for a year

If the indefinite articlea(n) introduces its own existential quantifier, as we
are assuming in the maximal participant analysis ofa(n) repeated below,

To the extent to which (i) is acceptable, however, it may simply show that the pronoun
theymay pick out an individual whose salience is raised by the discourse (in the sense of
Lewis (1979)), in this case the two letters that are the speaker’s evidence for asserting (i).
Pronouns of this sort may be involved in the following example by Partee cited in Heim
(1982):

(iii) I glued two pieces of paper together and it flew
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the aspectual shift caused by the frequency adverb must be accounted for
in a different way.

[NP a(n) [N ′ α]] ⇒ λPλe∃x[P(x)(e) ∧ Max(λz∃e′[P(z)(e′) ∧
α′(z)∧ τ(e′) ⊆ t r ], x)]
a flea⇒ λPλe∃x[P(x)(e) ∧ Max(λz∃e′[P(z)(e′) ∧ f lea′(z) ∧
τ(e′) ⊆ t r ], x)]
[S John find a flea]⇒ λe∃x[f ind ′(e)∧Ag(e, John′)∧Pat(e, x)∧
Max(λz∃e′ [f ind ′(e′)∧Ag(e′, J ohn′)∧Pat(e′, z)∧ f lea′(z)∧
τ(e′) ⊆ t r ], x)]

The natural assumption in this case is that the reference timet r in the
translation of the indefinite can be bound by the frequency adverb. Here’s
how the translation rule forevery dayand the translation of the sentence
John find a flea every daywill look like:34

[NP every day] ⇒ λPλe[MXE(e)∧∀t r[(day′(t r)∧ t r ⊆ τ(e))→
∃e′[P(e′) ∧ τ(e′) ⊆ t r ∧ e′ ⊆ e]]]
John find a flea every day⇒ λe[MXE(e) ∧ ∀t r [(day′(t r) ∧
t r ⊆ τ(e)) → ∃e′∃x[f ind ′(e′) ∧ Pat(e′, x) ∧ Ag(e′, J ohn′) ∧
Max(λz∃e′′ [f ind ′(e′′)∧Pat(e′′, z)∧Ag(e′′, J ohn′)∧f lea′(z)∧
τ(e′′) ⊆ t r ], x) ∧ τ(e′) ⊆ t r ∧ e′ ⊆ e]]]
[an event of John’s finding a flea every day is the fusion of all
events temporally included in some interval such that for every
day t r temporally included in this fusion there is a finding event
by John whose patient is maximal among the individuals in the
denotation offlea found by John att r ]

Again, the result of handling frequency adverbs in this way is that the event
predicate translatingJohn find a flea every dayis not quantized. Indeed, if
e is an event of John’s finding a flea every day lasting for a period of ten
days, the fusion of all events temporally included in a nine day subinterval
of this period will belong to the denotation of the predicateJohn find a flea
every day, since for every day included in this fusion there is an event of
John’s finding a flea occurring at some time included in that day.

34 If the maximal participants approach is combined with a Kamp-Heim approach to
indefinites, we also need appropriate conventions to bind the free variable introduced by
the indefinite, which we won’t try to spell out here. Notice also that this way of dealing
with the free reference time variable in the translation of the indefinitea fleais consistent
with the assumption in 6.2.2 that the tense node may abstract over the reference time of the
fusion evente. In this case, theλ-abstraction overt r introduced by the tense node will fail
to bind the variablet r introduced by the NP as this variable is no longer free.



TWIGS, SEQUENCES AND THE TEMPORAL CONSTITUTION OF PREDICATES267

9. CONCLUSIONS

The starting point of this paper was a problem posed by NPs likea se-
quenceanda quantity of milk. The problem is to account for the quantizing
effect of these NPs while preserving the following intuition: a sequence
may have a part which is still a sequence and a quantity of milk may have a
part which is still a quantity of milk. By current accounts of aspectual com-
position, these NPs should not yield quantized predicates when combined
with verbs likewrite anddrink, but they do, as the behavior offor-adverbs
with predicates likewrite a sequenceanddrink a quantity of milkshows.

At first, this problem may seem like a technical problem concerning
the semantics of the count predicatessequenceandquantity of milk. How-
ever, the view that the quantizing effect of indefinite NPs of the forman
N follows from the fact that the predicate N itself is quantized, besides
being problematic for NPs likea sequenceanda quantity of milk, is also
problematic on other counts. Whatever the reason why indefinites of the
form an Nyield quantized predicates when they occur as objects of accom-
plishment/achievement verbs, the same reason should presumably explain
why plural indefinites of the formsome Nsyield the same effect. But plural
predicates are not quantized, thus the behavior ofsome Nscannot follow
from the quantized character of the nominal predicate.

Indefinites of the forman Nandsome Nsare not the only NP-types that
pose problems for available accounts of aspectual composition. NPs of the
formsmost Ns, less than half of the Ns, less than n Nshave also a quant-
izing effect when occurring as objects of accomplishment/achievement
verbs. Yet, this effect is not predicted by current accounts.

In this paper, we explored two strategies to account for the influ-
ence of different NP-types on the aspectual class of predicates. These
two accounts agree on appealing to maximal participants in analyzing
non-cardinal quantifiers likemostand less than half, but they differ on
quantifiers likea, some, etc. Whereas the Kamp-Heim account relates the
quantizing power of indefinites to the fact that they introduce free variables
in the logical representation that are bound from outside the scope offor-
adverbs, the maximal participants account lets indefinites introduce their
own existential quantifier and assumes that, likemost, they introduce max-
imal participants. Whether indefinites should be treated as quantificational
or not is an open issue and addressing it would require evaluating different
analyses of anaphora, a task that is beyond the scope of this paper. For this
reason, we do not choose between the two accounts we presented.

A final observation is in order concerning our account of the aspectual
effects of bare plural and mass NPs. In this account, we have assumed a
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version of the semantics proposed by Carlson for these NPs. As his theory
has come under attack in recent years,35 we should spell out precisely to
what extent we are committed to it. What matters for our purposes is that
(a) bare NPs do not have quantificational structure (more precisely, they
should not be translated as existential quantifiers over individuals) and
(b) the source of existential quantification is different for bare NPs and
indefinites NPs of the forman N and some Ns. Assumption (a) means
that, although in accounting for the aspectual effects of bare NPs we have
assumed that they denote kinds, we have no crucial commitment to this
aspect of the theory as long as bare NPs denote entities that can be exem-
plified. For example, we could have accounted for the facts we discussed
by assuming that bare NPs denote properties and that a writing event has
a property as a patient just in case there is an individual exemplifying that
property which is the patient of a writing event. The reason why this is
worth mentioning is that Krifka et al. (1995) have observed that bare plur-
als behave differently from kind-denoting definites. For example, in (28)
below the definite NPthe horseseems to refer to the kind horse. Thus, if
the NPhorsesin (30) also denoted the kind horse, we should expect (29)
to have a reading synonymous with (30). But this is not the case ((29) can
only mean that a contextually salient horse was running through the gate).

(28) the horse is an animal

(29) the horse was running through the gate

(30) horses were running through the gate

This fact may be explained by assuming that taxonomic kinds, the entities
denoted by singular definites likethe horsein (28), are different from the
entities denoted by bare plural NPs, which may be more property-like.36

This view is consistent with the analysis proposed here.
Commitment (b) is also crucial for our account: if we are right, the

source of existential quantification is different for bare NPs and for in-
definites of the forman Nandsome Ns. This view is not consistent with
analyses of bare plurals like the one proposed in Diesing (1992), according
to which the existential quantification over individual letters in both (31)
and (32) below is introduced by existential closure on the VP.

(31) John wrote a letter

(32) John wrote letters

35 See, however, Chierchia (1998) for a version of Carlson’s approach that avoids the
objections raised against Carlson’s original proposal.

36 See Chierchia (1998) and Van Geenhoven (1996) for discussion of this point.
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This analysis of bare plurals has been widely adopted and has achieved
many important results. Yet, if the source of existential quantification for
bare NPs and indefinites of the forman N andsome Nsis the same, it’s
not clear to us how the different behavior of these NPs with durational
adverbs could be explained.37 What general consequences follow from this
observation for theories of bare plurals, whether or not DRT accounts of
bare plurals can be amended to deal with the data in (31)–(32), is an issue
that we won’t try to address here.
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