
STEPHEN CRAIN and PAUL PIETROSKI

NATURE, NURTURE AND UNIVERSAL GRAMMAR

ABSTRACT. In just a few years, children achieve a stable state of linguistic competence,
making them effectively adults with respect to: understanding novel sentences, discerning
relations of paraphrase and entailment, acceptability judgments, etc. One familiar account
of the language acquisition process treats it as an induction problem of the sort that arises
in any domain where the knowledge achieved is logically underdetermined by experience.
This view highlights the ’cues’ that are available in the input to children, as well as chil-
dren’s skills in extracting relevant information and forming generalizations on the basis of
the data they receive. Nativists, on the other hand, contend that language-learners project
beyond their experience in ways that the input does not even suggest. Instead of viewing
language acqusition as a special case of theory induction, nativists posit a Universal Gram-
mar, with innately specified linguistic principles of grammar formation. The ‘nature versus
nurture’ debate continues, as various “poverty of stimulus” arguments are challenged or
supported by developments in linguistic theory and by findings from psycholinguistic in-
vestigations of child language. In light of some recent challenges to nativism, we rehearse
old poverty-of stimulus arguments, and supplement them by drawing on more recent work
in linguistic theory and studies of child language.

1. INTRODUCTION

In the normal course of events, children acquire remarkable linguistic
capacities in just a few years. After an initial period of rapid linguistic
development, children stabilize and henceforth manifest linguistic com-
petence that is equivalent to other members of their community. Linguistic
competence includes understanding novel sentences; discerning relations
of paraphrase, entailment, and ambiguity; judging that certain strings of
words are unacceptable; and so forth. The main task of linguistic the-
ory, within the generative tradition, has been to explain this remarkable
acquisition scenario. The details turn on, inter alia, (i)–(iii):

(i) the stable states children achieve,
(ii) the linguistic input children receive, and
(iii) the nonlinguistic capacities of children, especially the capacities to

form and test generalizations based on their experience.

Nativists hold that (i) is underdetermined by (ii) in theoretically im-
portant respects, even given optimistic assumptions about (iii). In recent
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work, some have accused nativists of underestimating (ii) and/or undue
pessimism about (iii) in light of recent findings about the abilities of infants
to extract regularities from environmental input. Cowie (1999) presents
the most recent challenge, but there have been others.1 We think these re-
sponses to nativists underestimate (i), and thus fail to address the strongest
’poverty of stimulus’ arguments for innate linguistic knowledge. These
arguments are supported both by devlopments in linguistic theory and a
growing body of experimental research on child language. Humans, young
and old, exhibit mastery of linguistic principles that are not plausibly
learned.

As we stress throughout, the details of descriptive linguistics matter.
First, one tries to find principles that characterize human grammars; then
one tries to determine which aspects of these grammars could plausibly
be learned from experience, and which are more likely to be innately spe-
cified (see Chomsky 1969). There is widespread confusion on this point,
perhaps because poverty of stimulus problems are superficially similar to
“induction problems” that arise in any domain where knowledge is logic-
ally underdetermined by data. But there are important differences between
the study of language and the more general study of human cognition. So
it is worth rehearsing and supplementing some old arguments (cf. Chom-
sky 1965, 1986; Hornstein and Lightfoot 1981) by way of replying to the
‘enlightened empiricism’ that Cowie and others have suggested. We also
review some psycholinguistic investigations of children, which provide in-
dependent evidence for innate principles that sharply delimit the space of
possible human languages.

From the nativist perspective, children acquire an adult language – i.e.,
they achieve a stable state – by trying out various linguistic options that are
available in human languages; but children never entertain options that ex-
tend beyond the boundary conditions imposed by Universal Grammar. This
is the continuity hypothesis (Crain, 1991; Crain and Thornton, 1998; cf.
Pinker, 1984). Of course, input matters. Children quickly settle on a system
of linguistic principles equivalent to those of adults in the local community.
Children in monolingual English environments acquire English, and not
Italian or Chinese. But nativists should not be surprised if such children
exhibit some German or Romance or East Asian constructions, absent any
evidence for these constructions in the primary linguistic data. Indeed,
theory-driven mismatches between child and adult language may be the
strongest argument for a universal grammar, and against models according

1 See Bates, Elman et.al. (1996) and the subsequent discussion inMind and Language
13: 571–597 (1998).
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to which children construct hypotheses based on linguistic experience. A
detailed argument of this kind is described in the final section.

2. BACKGROUND TO NATIVIST ARGUMENTS

We assume that language learning involves the acquisition of a grammar,
where a grammar is a cognitive resource that allows its possessor to gen-
erate and recognize endlessly many expressions of the language. These
expressions can be viewed as structures that pair signals with meanings.
Signals are represented, at some level, as strings of words. But as speakers
know, many strings of English words are not well-formed expressions of
English; and some word-strings can be paired with more than one meaning.
For example, (1) is unacceptable; and (2) is structurally ambiguous. One
can use (2) to report either that theses are useless for stopping philosophers
or that philosophers with theses are unstoppable (cf.Mary saw the man
with binoculars).

(1) ∗I wonder who John hoped that left the party.

(2) You cannot stop a philosopher with a thesis.

In addition, many strings of words areunambiguous in interesting ways.
Consider (3).

(3) John said that he thinks Bill should wash himself.

a. Johni said that hei/j thinks Billk should wash himselfk
b. ∗Johni said that hei/j thinks Billk should wash himselfi
c. ∗Johni said that hek thinks Billk should wash himselfk

Here the reflexive pronounhimselfmust denote Bill, while the nominative
pronounhemay or may not denote John. Coindexing indicates referential
dependence of the pronoun on another noun phrase (see Higginbotham
1983):himselfcannot depend onJohn; andhe cannot depend onBill . So
while (b) and (c) indicate perfectly coherent thoughts, (3) is not a way of
expressing these thoughts in English. Only the (a)-reading is possible. By
contrast, in (4) the accusative pronounhimcannot depend onBill , although
it may or may not depend onJohn. Section 4 provides further details and
additional examples of related phenomena.2

(4) John said that he thinks Bill should wash him
2 Competent users of a spoken language can recognize the meaningfulsoundsof their

language as such, modulo constraints (like memory limitations) imposed by speakers’ finite
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Such facts are significant. For in the course of language acquisition
children are exposed to finitely many strings of words, each of which
presumably conveys a single meaning in the conversational context. Yet
all speakers judge that strings like (2) are ambiguous. No one produces
strings like (1), and no one tells children that such strings are ill-formed;
yet even young children somehow know this. Similarly, no one uses strings
like (3) or (4) to convey illicit meanings; but neither are children told not to
assign such meanings. Yet again, even young children know that (3) does
nothave the illicit (b) and (c) readings. Grammars thus go beyond the finite
primary linguistic dataalong several dimensions, as illustrated below. The
Language Acquisition Device (LAD) represents the child’s contribution to
GL, the grammar of the language spoken by the child in the stable state, on
the basis of the finite primary linguistic data (PLD).

PLD → LAD → GL

〈string1, meaning1〉 〈string1, meaning1〉
〈string2, meaning2〉 〈string2, (meaning2a, meaning2b)〉
〈string3, meaning3〉 〈string3, meaning3〉

. . . . . .
〈stringn, meaningn〉 〈stringn, meaningn〉

〈stringn+1, meaningn+1〉
〈stringn+2, (meaningn+2a, meaningn+2b)〉

. . .

natures. Speakers can also tell when a sound does not correspond to a possible word in
their language. For example, ‘znala’ sounds fine in Russian, but not English. Study of
phonology reveals poverty of stimulus arguments that we will not discuss. (See, e.g., Halle
1990.) Moreover, compare (1) with:

(i) Who left (the party)

(ii) I wonder who left

(iii) I wonder who John hoped left

(iv) I wonder who John wanted/asked to leave

While (iii) is stilted, it is better than (1). This illustrates the reliable fine-grained discrimin-
ations that language users make about therelativeacceptability of strings. But we will not
stress this aspect of grammatical competence, except to note that it poses further difficulties
for non-nativists. See Lightfoot (1991) for discussion of examples like (1) in the context
of further poverty of stimulus arguments. Similarly, we will not focus on the fact that
speakers can often assign (only certain) meanings to syntactically defective expressions
like, ‘the child seems sleeping’.
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GL generates endlessly many expressions, which associate word-strings
with meanings. A string of words can be ambiguous, even if the child
was exposed to it on just one reading. Many strings never encountered
are ambiguous as well. Moreover, GL will exclude endlessly many strings
of words and, for each licit string, GL will preclude the assignment of
many meanings to that string; even though the PLD will not always con-
tain explicit information to the effect that certain meaning assignments are
illicit. 3

The absence of ambiguity may go unnoticed until it is highlighted by
theory. Consider the Binding Theory principles (Chomsky 1981) that gov-
ern the referential dependencies of pronouns – and thus constrain the array
of meanings that can(not) be assigned to (3): a reflexive pronoun must be
bound locally (i.e., the antecedent of a reflexive pronoun must be relevantly
‘nearby’); a nominative pronoun cannot be bound locally (its antecedent
must not be ‘nearby’); and a referring expression like ‘Bill’ cannot be
bound by a pronoun.4 One wants to know just how these constraints, or
refinements of them, are implemented (see Hornstein, forthcoming). But
whatever the details, the Binding Theory offers a window into Universal
Grammar. Correlatively, it is grist for the nativist mill: if young children
adhere to the principles of the Binding Theory, one can ask whether or not
these principles are plausibly learned by children.

Or consider the Yes/No question in (5). The declarative counterpart is
(5a), andnot (5b).

(5) Was the child who lost kept away from the other children?

a. The child who lostwaskept away from the other children.

b. The child whowas lost kept away from the other children.

Similarly the string of words in (6) cannot have the indicated interpreta-
tion; the possible answerYesterdayrefers to when John did the telling, and
not when Mary did the eating.

(6) ∗Wheni did John tell you what Mary ate ti?

3 Of course non-ambiguity and ungrammaticality are closely related. Constraints that
exclude nonmeanings for licit strings of words may also exclude other strings. We ignore
lexical ambiguities, as in ‘Meg found the bank’, due to homophonous words.

4 Roughly speaking, an expression A c-commands another expression B if there is a
path that extends above A to the first branching node, and then proceeds down to B. An
expression A binds another expression B, iff: A c-commands B, and B is coindexed with A
(making A the antecedent of B). The precise notion of locality remains a matter of study.
As a first approximation, A is a local binder of A, iff: A binds B, and A is in the smallest
clause that contains B.
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These examples illustrate another well-attested linguistic phenomenon.
Natural languages permitdisplacementoperations, in which an expression
“moves” from one sentential position to another; and there areconstraints
on these operations, with the result that many putative movements (and
meanings) are illicit. We will return to the details. But whatever the ex-
planation, one cannot over-emphasize the importance of facts that reveal
constraints for the study of language and language learnability.

The child achieves a stable state that reflects all and only the constraints
that govern human languages, so one cannot describe the acquisition prob-
lem – the extent to which the primary linguistic data underdetermine the
stable state – without a description of these constraints. The question of
whether children ‘learn’ language cannot be intelligently asked, much less
answered, until one has a sense of what children would have to learn.
Theoretical linguists have postulated a rich system of constraints that ex-
plain many phenomena of ungrammaticality and unambiguity in many
languages. Experimental psycholinguists have investigated the emergence
of these constraints in child language. These literatures provide compelling
support for much older poverty of stimulus arguments. Challenges to the
innateness hypothesis must fully engage with these literatures. We think
Cowie fails to do so.5

As we emphasize throughout, the ‘logical problem of language acquis-
ition’ is not just the problem of generating all the viable word strings,
each witha correct meaning, from the finite PLD. The child acquires a
grammar that generatesall andonly the sound/meaning pairs of the local
language, modulo limitations on vocabulary. This raises the question of
why (and how) the child acquires GL – as opposed to weaker, stronger or
just different grammars. In so far as answers to this question require claims
about the child’s own contributions to grammar-formation, beyond recog-
nition of the primary linguistic data and deployment of plausible learning
principles, there will be poverty of stimulus arguments for innate aspects
of GL.

The acquisition process itself presents similar questions. If language
learners are ‘conservative,’ admitting into their grammars only prin-
ciples that generate expressions encountered in the linguistic environment,
learners will undergenerate; their grammars will be weaker than adult

5 Similarly, Elman et al. (1996) are content with a dozen general observations about the
logical problem of language acquisition. Their main comment on research in linguistics (p.
384) is that eccentricities of form (language) need not be taken as evidence for eccentricit-
ies in underlying processes (grammar). They contend that ‘connectionist simulations’ are
the empirical testing ground for adjudicating among competing claims about grammatical
knowledge and grammar formation. We briefly review the success of such simulations in
Section 7.
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grammars. Such learners would not achieve the stable states that allow for
production and comprehension of sentences never encountered. As Pinker
(1990, p. 6) remarks, “. . . children cannot simply stick with the exact sen-
tences they hear, because they must generalize to the infinite language of
their community”. But “. . . if the child entertains a grammar generating a
superset of the target language”, that is also problematic from the stand-
point of learnability. One might think that suchovergenerationis easily
correctable. Won’t a child whose grammar is too strong say something
that leads to correction by adults? Upon reflection and investigation, this
is far from clear.

Crucial here is the distinction between positive and negative evidence.
Positive evidence is evidence that certain expressions are licit (in the target
grammar); negative evidence is evidence that certain expressions are illicit.
The PLD is a source of positive evidence for children. Expressions used
by adults should, presumably, be generable. But it is far less clear that
the PLD is a source of negative evidence for children. Not only is cor-
rective feedback rare, children are notoriously insensitive to it. Of course,
one needs to distinguish explicit correction (‘You cannot say that’) from
subtler facts that a clever child might notice (e.g., that adults never use a
certain construction). But only negative evidence or some substitute for it
can falsify a grammar that overgenerates. In short, the path of language
acquisition can take a child through a stage of overgeneration only if some
basis for correction is available.

With respect tosomeaspects of grammar, children do indeed go through
stages of undergeneration and overgeneration before converging on a
stable state. To a limited degree, children ‘hone in’ on adult grammar. For
example, young children overgenerate when they use past tense forms like
‘telled’ while also using ‘told’. In this respect, their grammar generates a
superset of the adult expressions. This liberality is presumably overcome
in this casebecause there is a substitute for negative evidence, a principle
of ‘uniqueness’ that governs verbal morphology. When children realize
that only a single word is used to express any inflected form of a verb,
the appearance of ’told’ in the PLD expunges ‘telled’ as the past tense
form of ‘tell’ (Pinker, 1984). But few systematic examples of syntactic
or semantic overgeneration have been documented (see Fodor and Crain,
1987). When children overgenerate in the domain of verbal morphology,
non-adult expressions persist in their speech for many months, well into
their 3rd or 4th year. Syntactic and semantic overgeneration, if it occurs at
all, does not persist in this way.

In any case, in the absence of explicit negative evidence, an appeal to
uniqueness is one of a few possible remedies for overgeneration. For syn-
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tactic and semantic overgeneration, however, a principle of ‘uniqueness’
is an unlikely source of implicit negative evidence (see Section 6.1). This
imposes a serious constraint onnoninnate aspects of GL: learned aspects of
grammars are not acquired via processes that would lead to uncorrectable
overgeneration. Children do not employ learning principles that would lead
to an overgeneration of expressions or meanings, such that children would
not (in the normal course of events) be exposed to evidence that would
correct the overgeneration. The parenthetical qualifier is important. It is
not enough thatsomechildren will have correction experiences, or that
all childrenmight. All normal children rapidly achieve the stable state. So
the relevant evidence has to be ubiquitous, such that every normal child is
exposed to it. And the process of correction must not rely on any cleverness
(attention, memory, etc.) that some normal children do not have.

In addition to overgeneration and undergeneration, another difference
between child language and adult language involves what we will call
misfiring. When children misfire, they are essentially ignoring the PLD,
in favor of strings of expressions not attested in the target language. Nat-
ivists take heart in this. From the perspective of Universal Grammar, child
language is expected to deviate from the target language, but only in cir-
cumscribed ways. The continuity hypothesis maintains that child language
can differ from the language of the linguistic community only in ways that
adult languages can differ from each other. On one familiar proposal, adult
languages can differ (apart from vocabulary) only in the values assigned to
a small set of innately specified ‘parameters’, each with only a small num-
ber of possible settings. Because children do not know in advance which
setting will be attested in the target language, they may adopt settings that
prove ‘wrong’ – so long as the ‘correct’ settings can be learned on the basis
of positive evidence. We argue that misfiring occurs and that it presents a
deep difficulty for nonnativists.

3. THE LOGIC OFNATIVIST ARGUMENTS

As the previous paragraphs suggest, it would be absurd to claim thatgram-
marsare innate, or even that children have access tononegative evidence.
Although any child could have acquired any human language, children
raised in (monolingual) English environments converge on English – not
German, or Russian, or dialects that include ‘telled’. The environment
matters, and not just with respect to choice of vocabulary. Languages dif-
fer structurally in some respects. For example, there are parameters that
determine whether direct objects come before or after verbs in transitive
constructions. English children settle on the latter option, while Korean
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children settle on the former. So this aspect of the child’s stable state must
be determined by her experience. However, nativists contend that many
aspects of grammars – e.g., universal linguistic principles like the Binding
Theory – arenot acquired in this fashion. But since the issue is empirical,
one should not expectdemonstrativearguments.

In particular, no reasonable nativist tries to prove that children could
never acquire English given any possible data (supplemented by any learn-
ing theory). After all, if linguists can discover the principles of human
grammar by collecting arcane data and deploying the scientific method,
it is at least conceivable that children do likewise. But it is highly im-
plausible. For one thing, children are not generally good scientists. Typical
children will not hit on the inverse square law no matter how much data
concerning planetary orbits they encounter. Moreover children do not
have access to the kinds of adult judgments (of unacceptability and non-
ambiguity) that drive linguistic analysis. Thechild’s primary linguistic
data do not includethis kind of evidence. Yet in just a few years children
achieve a stable state governed by the very principles that trained linguists
occasionally discern in their investigations of adult grammars. Nativists
often make the point by saying that children could not have learned the
adult language given the data available to them. But in this context, ‘avail-
able’ means ‘plausibly available to all normal children’. (This leaves room
for dispute about what is available; and nativists often present various ar-
guments, based on various premises about the available data. See, e.g.,
Lightfoot 1991.)

Some nativist arguments rely only on the minimal assumption that
children have no explicit information about non-expressions. Those ad-
vancing such arguments can concede, for rhetorical purposes, that the
primary linguistic data contain any number of (perhaps rare and complex)
expressions. An earlier example is repeated here in (7).

(7) John said that he thinks Bill should wash himself.

Adults know, although they were never told, that ‘himself’ cannot be refer-
entially dependent on ‘John’ or ‘he’. Even if children learn that ‘himself’
is always coreferential with another term, based on examples like ‘John
washed himself’, this leaves open the possibility that (7) is ambiguous.
And note that ‘himself’ can refer to John in all of the following:

(8)a. John said that he thinks he should wash himself.

b. John said to Bill that he wants to wash himself.

c. John wants to shave Bill and wash himself.
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Indeed, in (8c), ‘himself’ must refer to John.
So whydon’t children acquire a more permissive grammar, according

to which ‘himself’ may depend on ‘John’ in (7)? If children allow multiple
interpretations – e.g., the antecedent of ‘himself’ can be any prior term – no
positive evidence would prove them wrong. This invites the conclusion that
humans havea priori knowledge of the relevant principle of the Binding
Theory: a reflexive pronounmustbe locally bound.

Perhaps children ‘figure out’ this principle, in part by noting that adult
use of ‘himself’ always conforms to this generalization. Maybe children
find regularities in the primary linguistic data, and then infer (nondemon-
stratively) that the regularities reflect rules. This requires ‘figuring out’ a
good deal of syntax; see note 4. It is also worth asking how the regularities
could be established in the first place, and why they remain stable despite
the considerable latitude in experience and cognitive abilities of children.
But let this pass for now, and consider (8d–f), where ‘himself’, in (8a–c)
has been replaced by the accusative pronoun, ‘him’.

(8)d. John said that he thinks he should wash him.

e. John said to Bill that he wants to wash him.

f. John wants to shave Bill and wash him.

Adults know that ‘him’ in (8d)cannotbe referentially dependent on the
second ‘he’; although ‘him’ can be referentially dependent on the first ‘he’
(or ‘John’). But children are not taught such things. Also note that (8e) is
multiply ambiguous, whereas ‘him’cannotbe referentially dependent on
‘John’ in (8f).

Once again, it is conceivable that children figure out that the pronominal
‘him’ cannot be bound locally. But adults can and do say things like ‘That
is him’, where the demonstrative and the accusative pronoun have the
same referent. Imagine a family looking at pictures: “Uncle Bob is here
somewhere. That’s him”. Semanticists may well describe such cases as
examples of coreference without antecedence: The direct object in ‘Thati

is himj ’ is not referentiallydependenton the subject, although the terms
are coreferential (i = j ). But how does the child know this isn’t a case
where ‘him’ has a local antecedent? After all, utterances do not come
subscripted. (Similarly, adults can say ‘That is Bob’, making it hard for
learners to exclude ‘Hei likes Bobi ’.)

Still, maybe children manage to avoid (or ignore) such examples in the
course of acquiring the semantics of pronouns. In any case, no matter how
impoverished the PLD are, it is always conceivable that children fill the gap
by exploiting some substitute for explicit evidence of ungrammaticality.
Cowie puts a lot of weight on this point; and as a matter of logic, she is
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correct. Claims about the PLD and GL can never constitute aproof that
children do not learn GL on the basis of the PLD andsomething else. This
is especially clear if we allow that children can ignore (mischaracterize, or
set aside for special treatment) at least some of what adults say. The issue is
whether the proposed supplements to the PLD yieldplausiblealternatives
to nativism.

If children learn the rule for reflexive pronouns, in part because adult
speech contains no reflexives withonlynonlocal antecedents, then children
must be very good at determining adults’ intended referents. Mistakes
could yield a grammar that (uncorrectably) overgenerates. Moreover, an
account is lacking as tohow the absence of certain expressions affects
language acquisition. If the suggestion is that children keep a record of
word strings they encounter, along with the assigned interpretations, this
seems to be at odds with independent studies of human memory. Adults
can recall (at best) the gist of the immediately previous word string, not its
phonological or syntactic details.6 Surely children cannot be expected to
remember more than adults do.

On the other hand, if children don’t keep specific records, it is hard
to see how the factual absence of certain expressions could play any role
in psychological development. The general moral is worth stressing: one
must distinguish between the mereavailability of data and theutility of
that data for children. It is not enough that there are facts that would help
children learn language. Children must be able to recognize and make use
of these facts. And independently motivated claims – say, about memory or
other limited cognitive resources – can be relevant in assessing the overall
plausibility of various claims about language acquisition (cf. Elman et al.,
1996).

At this point empiricists might retreat from specific alternatives to
nativism, yet claim to have earned a Scotch Verdict. It is hard to assess the
prior probability of nativism, and also hard to assess the relative probability
of nativism compared with the claim that children exploit some (unspe-
cified) substitute for negative evidence. In our view, this amounts to little
more than the logical point that alternatives to nativism are conceivable.
In the absence of a proposal abouthow children ‘figure out’ the Binding
Theory and other linguistic principles, there is no empiricist alternative to
assess. But the case for nativism is even stronger than this traditional line

6 According to Foss and Hakes (1978, p. 111), “Typically we cannot exactly recall an
utterance by the time we have finished processing the next one. . . . This limitation on our
memory capacity strongly suggests that at the same time we listen to an utterance we
are recording its string of words into some other structural representation, and that this
recoding occurs at a very rapid rate”. (See also Sachs 1967; Wanner 1974).
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of argument suggests. We have been reviewing a line of thought based
on (i) minimal assumptions about the primary linguistic data, and (ii)
adult judgments concerning some rather complex sentences. While such
arguments are important, and pervasive in linguistics, the nativist quiver
contains other arrows.

For example, nativists support their cause by arguing that children re-
spect certain grammatical constraints at an early age. If adults can judge
certain strings to be (un)acceptable or (un)ambiguous, then children must
acquire such capacities as they grow into adulthood. But that leaves a lot
of time for exposure to a lot of data. On the other hand, if young chil-
dren demonstrate knowledge of the very principles that characterize adult
grammars, that would compress the acquisition problem considerably. Of
course, one can never prove that 3-year-olds have not already utilized a
vast range of (positive and negative) data. But the case for nativism is
strengthened in so far as children respect grammatical constraints before
they areplausiblyexposed to the data needed by learning accounts. The ar-
gument is even better if the alternatives to nativism rely on young children
coming across (and attending to) complex and/or unusual expressions – or
if it is independently implausible thatall normal children will come across
(and utilize) such data. This argument is developed more fully in Sections
6 and 7.

We conclude this section by rehearsing the basic structure of the best
nativist arguments. Initially, linguists consider an array of phenomena, in-
cluding both positive and negative judgments of acceptability for strings
of words, along with the permissable and prohibited meanings assigned
to acceptable word strings. Setting aside considerations of the primary
linguistic data available to learners, linguists propose analyses of adult
grammars, to explain the range of lingusitic phenomena under consider-
ation. This is followed by cross-linguistic research, in search of putative
linguistic universals – candidates for inclusion in Universal Grammar.
Given a possible linguistic universal, call it property U, one asks whether
or not there is sufficient evidence for U in the PLD. If every child acquires
a grammar with U, butcouldn’t have encountered expressions that would
have informed them that the target language has U, this is taken to be
convergent evidence that U is part of Universal Grammar. The alternative
is to suppose that the learning process was driven by something - such as
a substitute for negative evidence – in addition to the PLD. Once candid-
ates are considered, we claim, the proposal that linguistic universals are
learned becomes more implausible. Even if childrencould havelearned
that the adult grammar has U (given the right data), it does not follow -
and it may not be at all plausible - that they acquired a grammar with U by
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learning. The requisite data may be unavailable to children (or anyone but
trained linguists); available data might not be utilizable (by children); or
the data might not be sufficiently ubiquitous to account for the knowledge
of property U byall normal children, especially with respect to aspects of
grammar where very young children exhibit adult linguistic competence.

Poverty of stimulus arguments often exhibit this multi-pronged struc-
ture; aprima faciecase for nativism, based on minimal assumptions about
the primary linguistic data, is bolstered by observations about what chil-
dren know at an early age. After all, these are the hallmarks of innateness in
other domains: early emergence, throughout the species, of traits that seem
to be (dramatically) underdetermined by the environment. Cowie some-
times speaks as if she objects to the practice of advancing various poverty
of stimulus arguments, with different kinds of premises. She draws analo-
gies to a “many-headed hydra” (p. 201): just when one argument is shown
not to be decisive, another springs up to take its place. But one can hardly
object to the strategy of providing several converging (non-demonstrative)
arguments for an empirical thesis.

4. L INGUISTIC CONSTRAINTS

There are two ways of describing the possibilities for referential
(in)dependence with pronouns. One way is to list the various grammatical
possibilities: accusative pronouns, likehim, can be referentially independ-
ent; accusatives can also have antecedents (coindexed c-commanders) that
are local; reflexives, likehimselfmust have local antecedents. The altern-
ative is to formulate negative constraints, linguistic principles that exclude
certain possibilities, leaving everything else open: accusatives cannot ap-
pear with local antecedents; reflexives must appear with (cannot appear
without) a local antecedent. Lasnik (1976) showed that the second strategy
is more parsimonious. He proposed a single generalization that explained
(mandatory)independence: unless the conditions of the generalization are
met, referential dependence is possible. Lasnik thus proposed a constraint
on referential dependence.

The second strategy is also attractive on conceptual grounds. One might
have expected referential dependence toalwaysbe possible. Whycan’t a
pronoun just depend on anything else in the sentence? But in terms of
acquisition, suppose a child conjectured thatChris said Pat should help
herselfcan mean: Chrisi said Patj should help heri? Or thatChris said
Pat should help hercan mean: Chrisi said Patj should help herselfj?
Such overgeneration would present a learnability problem, absent negat-
ive evidence or some substitute for it. And it seems unlikely that such
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overgeneration would even be noticed by adults, given the relative fre-
quency of the sentences/contexts that would manifest the error. It seems
even less likely that children would notice that adults use these relatively
complex sentences only on certain interpretations. Moreover, the question
is not whethersome children mightcome across the needed evidence, but
whetherall children (who overgenerate) would. These observations sug-
gest that children do notadd the Binding Theory to a more permissive
system of generating sound/meaning pairs. Rather, the Binding Theory
reflects innate features of human grammars; children never consider the
possibilities it excludes. For once considered, ruling out such possibilities
would require (correcting) evidence that children do not typically have.

Constraints were introduced into the theory of Universal Grammar for
reasons of parsimony. However, Brown and Hanlon (1970) had already
confirmed that parental speech rarely if ever includes explicit negative
evidence. Nativists were quick to combine this fact with the observation
that learning constraints requires no negative evidence. Developmental
psycholinguists were soon investigating the time-course of the acquisi-
tion of constraints, in pursuit of the ‘early emergence’ hallmark of innate
specification (Crain, 1991). Of course, innate principles need not emerge
early in the course of development. Just as some properties of physical
development are biologically timed to appear long after birth (e.g., second
teeth and puberty), certain aspects of linguistic knowledge might become
operative only at a certain maturational stage of development. But the
earlier complex principles emerge in child grammars, the more difficult it
is for learning-theoretical accounts to explain such facts. The remainder of
this section samples from a series of experimental investigations demon-
strating the early emergence of constraints. The focus is on constraints
for which there is (arguably) no corresponding evidence in the PLD. In
each case, cross-linguistic research has provided convergent evidence of
innate specification. Cowie considerssomeof the facts surrounding these
phenomena, but not the full range of facts that motivate the hypothesis that
human grammars respectspecific unlearned constraints.

Linguistic constraints are frequently invoked in arguments for nativism,
because constraints provide vivid manifestations of the fact that learners
do not merely project beyond the PLD; they project beyond the PLD in
ways that the PLD do not even suggest. Consider one of Chomsky’s fam-
ous examples, used to rebut appeals to analogizing on the basis of simple
sentences:

(9)a. John ate. b. John ate a fish.

c. John is too clever to catch. d. John is too clever to catch a fish.
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In the paradigm on the left, the second sentence entails the first, which
means (roughly) that John ate something. But in the paradigm on the right,
the second sentence does not entail the first, which means (roughly) that
John is too clever for anyone to catch him; and the second sentence means
that John is too clever for him to catch a fish. Examples like these, which
display substantial constraints on displacement relations and referential
dependencies, are the stock and trade of the poverty of stimulus arguments
by Chomskian nativists. An argument that abstracts away from the details
of such grammatical relations, and focuses instead on general respects in
which all theories project beyond the data, is unlikely to be a Chomskian
poverty of stimulus argument. The remainder of this section samples from
a series of experimental investigations demonstrate the early emergence
of constraints on displacement relations and referential dependencies. In
each case cross-linguistic research has provided convergent evidence of
innate specification. That is, the constraints under investigation appear to
be characteristic of all natural languages.7

4.1. A Constraint on Contraction

In many but not all linguistic contexts, the verbal elementswantandto may
be contracted to formwanna. Examples (10)–(13) illustrate permissible
contractions. Example (14a) illustrates an impermissible contraction.

(10)a. Who does Arnoldwannamake breakfast for?

b. Who does Arnoldwant to make breakfast for?

(11)a. Does Arnoldwannamake breakfast for Maria?

b. Does Arnoldwant to make breakfast for Maria?

(12)a. Why does Arnoldwannamake breakfast?

b. Why does Arnoldwant to make breakfast?

(13)a. I don’twannamake breakfast for Arnold or Maria.

b. I don’t want to make breakfast for Arnold or Maria.
7 But there are caveats to this expectation. For example, although the parameters of

natural language (e.g., the Null Subject parameter) are innately specified, one setting of
a parameter may be manifested by one class of languages, and a different setting by an-
other class of languages. It is not necessary, moreover, for every option to be manifested
during the course of development in a single language. If the initial value of a parameter
is consistent with the target language, then other values will never be adopted. Finally, an
innate linguistic principle that is not parameterized is expected to appear in all languages
just as long as the language exhibits the structural prerequisites for the application of the
principle.
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(14)a. ∗Who does Arnoldwannamake breakfast?

b. Who does Arnoldwant to make breakfast?

On one standard account ofwanna-contraction, Wh-questions are formed
by movement of a Wh-phrase from one position at an underlying level
of representation to another position, where it is pronounced. A further
assumption of the account is that an empty category, which we abbreviate
as t (for the ‘trace’ of Wh-movement), is left behind as a record of Wh-
movement. In object extraction Wh-questions like (15), the Wh-phrase
is extracted from object position of an embedded infinitival clause. The
trace does not intervene betweenwant and to, so wanna-contraction is
permitted.

(15)a. Who do you want to kisst? Object Extraction

b. Who do you wanna kisst?

However, when the Wh-phrase is extracted from subject position, as in
(16), the trace blocks contraction ofwantandto to form wanna.

(16)a. Who do you wantt to kiss Bill? Subject Extraction

b. ∗Who do you wanna kiss Bill?

These data invite the following generalization: contraction of the two
verbal elementswant and to is blocked if the trace of Wh-movement in-
tervenes between them.8 In declaratives, the constraint on contraction is
irrelevant, so contraction is tolerated.9

As examples (10)–(13) indicate, much of the evidence available to chil-
dren learning English runs counter to the constraint. Contraction ofwant
andto is licensed in general – (14) is an exception to the rule. Therefore,
if learners were to adopt standard principles of induction, they would be
tempted to violate the constraint. If the grammars of English-speaking
children lacked the constraint on contraction ofwant and to, then child
English would include more sentences than adult English does. Without
the constraint, children would overgenerate.

8 More specifically, contraction is prohibited across aWh-trace that is Case-marked
(Chomsky, 1980; Jaeggli, 1980). An alternative explanation of the facts, offered by Snyder
and Rothstein (1992), is that a null, Case-assigning complementizer is responsible for
blocking the contraction. The details of the analysis are not important for this paper.

9 In English, the constraint on contraction across a Wh-trace also prohibitssupposed to
from being contracted tosposta, andhave tofrom becominghafta, and so on. In French,
the constraint affects the environments in which liaison is possible (see Selkirk, 1972).
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Children who lack the constraint on contraction across a Wh-trace
should permit contraction to a similar extent in both subject and object
extraction questions. To test children’s adherence to the constraint, then,
an experiment was designed to elicit relevant questions from children
(Thornton 1990, 1996). This permitted a comparison of the proportion of
contraction by children in questions like (15) with contraction in questions
like (16). The finding was that the 21 children interviewed (mean age =
4; 3) contracted more than half the time (57%) in questions like (15), but
these same children contracted less than 10% of the time in questions like
(16), where contraction is outlawed by the constraint.

4.2. An Unexpected Generalization

The linguistic constraint that prohibitswanna-contraction also applies to
a variety of other constructions, but not in ways that can easily be de-
termined on the basis of the primary linguistic data. For example, the
constraint prohibiting contraction across a Wh-trace governs a linguistic
phenomenon known asis-contraction. As example (17) illustrates, the
verbal elementis appears to contract with the word to its left in Wh-
questions. Notice, however, that the trace of Wh-movement is positioned
betweenthink and ’s, as indicated in (18). Something is amiss. Either
(17) represents a counterexample to the constraint on contraction across
a Wh-trace, or the orthographic representation in (17) is misleading, and
the verbal elementis actually contracts with the word to its right. If so,
(19) would be a linguistically motivated orthographic representation of the
string of words in (17).

(17) What do you think’s in the box?

(18) What do you thinkt is in the box

(19) What do you think s’in the box?

Once more complex data are considered, it becomes evident that the ortho-
graphic representation in (17) is misleading; (19) is more accurate. That is,
a good case can be made thatis contracts to its right. The paradigm in (20)
provides some relevant evidence. The paradigm shows thatis can contract
when there is a Wh-trace to its left, as in (20b), but not when there is a
Wh-trace to its right, as in (20c–d).10

10 Is-contraction is also blocked if there is no linguistic material to the right ofis, e.g.,
when it is in sentence final position.
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(20)a. Do you know what that is doingt up there?

b. Do you know what that’s doingt up there?

c. Do you know what that ist up there?

d. ∗Do you know what that’st up there?

Therefore, (17) is not a counter-example to the constraint that prohibits
contraction across a Wh-trace; the constraint simply does not apply in (17).
It applies in (20c–d), however, blocking contraction.

Having witnessed two applications of the constraint on contraction, it is
important to ask how a learning-theoretic account could explain the gener-
alization that relateswanna-contraction andis-contraction. The constraint
applies to linguistic phenomena that bear little superficial resemblance.
In the wanna-contraction paradigm, the constraint prevents contraction
across the subject position of an embedded infinitival clause, whereas
in the is-contraction paradigm, the same constraint prevents contraction
across the object position in a tensed clause. Until a wide range of lin-
guistic phenomena was considered, including both positive and negative
data, linguists failed to see that the two phenomena were related. Assum-
ing that language-learners do not have access to such complex arrays of
positive and negative data, nativists conclude that language-learners must
have an advantage over linguists, in knowing the linguistic constraint on
Wh-trace in advance of encountering the limited primary linguistic data to
which they have access.

Returning to child language, the nativist is compelled to predict that
children will adhere to the constraint on contraction across a Wh-trace
in both constructions. We have already reviewed the results of an invest-
igation of children knowledge of the constraint as it applies towanna-
contraction. Another twelve 2- to 4-year-old children participated in an
elicited production experiment designed to assess their knowledge of the
constraint that prohibits contraction across a Wh-trace (Thornton, 1990).
The finding was the complete absence of illicit productions. Illicit contrac-
tion is apparently prevented by the constraint. These mutually supporting
findings suggest that the same constraint rules out (14a) and (20d). Non-
nativists lack a learning account of how children could plausiblyaddsuch
a constraint to a grammar that does not already incorporate it.

4.3. A Constraint on Referential Dependence

In (21) and (22), the pronounhe may or may not be dependent on the
referential expression (r-expression)the Ninja Turtle. Again, coindexing
indicates referential dependence.

(21) The Ninja Turtlei danced while hei/j ate pizza.
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(22) While hei ate pizza, the Ninja Turtlei/j danced.

In (23), however, referential dependence is impermissible; (23) is unam-
biguous, having only the (a)-reading.

(23) He danced while the Ninja Turtle ate pizza.

a. Hei danced while the Ninja Turtlej ate pizza

b ∗Hei danced while the Ninja Turtlei ate pizza

The relevant constraint, Principle C of the Binding Theory, prohibits
“backwards anaphora” in (23). That is, the constraint prohibits coindexing
a pronoun and a referring expression when the former c-commands the
latter. If child grammars lacked Principle C, (23) would be ambiguous; the
(23b)-reading ought to be available for children. But as Crain and McKee
(1985) demonstrated, children (aged 2–5; N = 62) were effectively adults
in prohibiting the (23b) reading.

Taken by itself, the ungrammaticality of (23b) is not terribly surprising,
sinceHebindsthe Ninja Turtle.For plausibly, (i) a referentially dependent
term must be c-commanded by its antecedent; and (ii) descriptions, like
names, arebasicreferential devices – i.e., not expressions whose reference
is ever anaphoric. So neither of the coindexed expressions in (23b) can be
referentially dependent on the other. But the question is whether young
children figure out(i) and (ii), based on evidence; see the discussion of
(8) above. We think the better hypothesis is that innate aspects of grammar
ensure (i) and (ii), making it unnecessary – and psychologically impossible
– for children to consider grammars that do not respect these constraints.

4.4. Another Unexpected Generalization

Principle C provides another example of how language-learners project
beyond the primary linguistic data in ways that classical models of in-
duction would not anticipate. The relevant observation is that Principle C
governs other constructions besides backward anaphora, including strong
crossover questions. An example is given in (24). The relevant observa-
tion is that the pronoun,he, must be construed deictically, as picking out
a single male individual. On one standard account, the strong crossover
question in (24) is derived from the underlying representation in (25). Wh-
movement applies to (25). As it moves, the Wh-phrase ‘crosses over’ the
pronoun on its way to its surface position, leaving a Wh-trace behind at the
site of extraction. The result is (26).

(24) Who did he say has the best smile?
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(25) He said who has the best smile

(26) Who did he sayt has the best smile

Notice that in (26) the pronoun c-commands the Wh-trace. In the back-
wards anaphora construction, illustrated in (27), the pronoun c-commands
the r-expression,Yogi Bear.

(27) He said that Yogi Bear has the best smile.

Chomsky (1981) proposed that Principle C governs the anaphoric relations
in both constructions, prohibiting coindexation of the pronoun and Wh-
trace in (26) – thus prohibiting coindexation of the pronoun and ‘Who’.
This explains why the pronoun cannot be referentially dependent on the
Wh-phrase in a strong crossover question. Principle C dictates that the
only way to interpret the pronoun is deictically. The pronoun in (26) picks
out a single male individual.

(28) ∗Hej said Yogi Bearj has the best smile

(29) ∗Whoj did hej saytj has the best smile

If Principle C were not operative, (26) would be ambiguous. In addition to
the deictic reading of the pronoun, the pronoun could be referentially de-
pendent on the Wh-phrase. This would result in an interpretation, indicated
in (29), in which the pronoun is treated as a bound variable. Although the
bound variable interpretation is not possible for strong crossover questions,
this interpretation arises in questions like (30), which can be analyzed as
in (31). Principle C does not apply in (30), since the Wh-trace is not bound
by the pronoun.

(30) Who said he had the best smile?

(31) whichx is such thatx saidx has the best smile

An experiment was conducted to find out if children distinguish questions
like (30), which have a bound variable reading for adults, from strong cros-
sover questions like (24). If child grammars respect Principle C, children
should reject the bound variable interpretation of (24); only the deictic
interpretation should be available to them. By contrast, if child grammars
lack Principle C, then both the deictic interpretation and the bound variable
interpretation ought to be available for both (24) and (30); these questions
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should be ambiguous for children. The findings of the experiment were
clear-cut. The twelve children tested (3–5 years) rejected the illicit reading
of strong crossover questions like (24) over 90% of the time, whereas they
accepted the corresponding readings for questions like (30) about half the
time (Crain, 1991; Thornton, 1990; Crain and Thornton, 1998).

It is time to take stock. Languages contain constructions that go well
beyond children’s primary linguistic data, in ways that are surprising
given the absence of negative evidence. In order to fill this gap, linguists
postulate a rich complex system of principles, and appeal to theoretical
constructs like traces – unpronounced records of expressions that have
moved (perhaps quite far) from their original positions. But there are sub-
stantiveconstraintson such displacement; and such constraints provide
the starting pointsfor poverty of stimulus arguments. If the specific con-
straints hold, as descriptive (psycho)linguistics suggests, are they plausibly
learned? Similar remarks apply to referential dependence of pronouns,
wanna-contraction, and a plethora of other linguistic phenomena not dis-
cussed here (see Crain and Thornton (1998) for an extensive review).
One cannot separate arguments for nativism from arguments that gram-
mars are constrained in idiosyncratic ways. Replies must either challenge
these descriptive claims about human grammars, by providing alternative
explanations of the relevant judgments, or address the learning problems
(including those concerning uncorrectable overgeneration) associated with
specific constraints. We have reviewed several experimental studies that
examined constructions for which the linguistic input potentially encour-
ages children to form hypotheses that arenot consistent with the grammar
of the target language. In the absence of innate linguistic knowledge,
children who use linguistic experience as a guide would be expected to
overgeneralize where adults do not, producing illicit constructions and
assigning illicit interpretations to sentences. But children evidently do
not consider hypotheses at odds with the (independently hypothesized)
principles of Universal Grammar. This suggests an acquisition scenario
according to which children are guided by innate knowledge.

5. LANGUAGE AS SECOND NATURE

With some illustrative poverty of stimulus arguments in place, we turn to
Cowie’s criticism of nativist arguments. Unsurprisingly, Cowie contends
that learners may have better data, and may be able to make more of it,
than nativists suppose. The proposal is that (i) the primary linguistic data
are less impoverished than initially appears, and (ii) children are capable of
extracting more from their experience than one might think. These would
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be interesting suggestions, were they accompanied by a proposal about
how children extract the various kinds of constraints discussed above (and
below) from the data available to them. But Cowie does not, in this sense,
offer an alternative to positing a Universal Grammar.

She suggests, however, say that “the apparent plausibility of the Chom-
skian position derives from the nativist’s helping himself to a variety
of more or less implausible assumption about learners and their exper-
ience” (p. ix). Arguments from the poverty of the stimulus are “based
on empirical assumptions that are at worst outright false, and at best
highly dubious” (p. 177). Cowie contends that the poverty-of-the-stimulus-
argument “is completely unable to supportany form of nativism about
language-learning”; and “obsession with such arguments has therefore
been a mistake”. She concludes (p. 276) that there is “no reason to accept”
the proposal that language acquisition is constrained by innate principles of
Universal Grammar; there is “no ‘back door’ route to nativism opened up
by consideration of whether the Chomskyan constraints on grammars are
learnable from experience”; and “the poverty of the stimulus, that trusty
innatist stalwart, likewise does nothing to brace the nativist position on
language acquisition” (p. 276). These are strong claims. Since they are
not backed up by detailed responses to the kinds of arguments reviewed
above, they are hard to take seriously. If poverty of stimulus arguments
don’t confirm the Universal Grammar hypothesisat all, one wonders what
the standards for confirmation are.

Rhetoric aside, Cowie’s own position is rather agnostic. She is neither
a behaviorist nor a classical empiricist; she tentatively endorses a “weak”
form of nativism, but one that does not posit a Universal Grammar. Cowie
takes the logical problem of language acquisition to be “a completely
general problem arising for all learning involving projection beyond our
experience” (p. 215). The deep issue is whether this is so. We think Chom-
sky and others have provided good arguments to the contrary. Critics need
to engagewith those arguments and provide analternativeto the principles
of Universal Grammar.11

11 Cowie draws a relatively sharp distinction between (what she regards as)a priori
and a posteriori poverty of stimulus arguments. We regard all the arguments above as
a posteriori. But like most arguments in science, they involve both premises (typically
confirmed by empirical methods) and reasoning (demonstrative and nondemonstrative);
compare arguments in physics that draw on Bell’s Theorem. We think Cowie distorts the
literature by suggesting that many nativists still try to establish nativisma priori. In any
case,Chomskydoes not deserve Cowie’s suggestion (pp. 174, 248) that he only occa-
sionally defends his claims about Universal Grammar as empirical hypotheses. Like many
authors, Chomsky often sketches arguments (especially in opening chapters and material
intended for non-specialists) developed in more detail elsewhere. But unsurprisingly, his
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Cowie suggests that we consider knowledge of curries. Exposed to just
a few examples, humans come to know what curries are; we can reliably
classify novel dishes as curries or not. How does our knowledge extend so
far beyond the primary curry data? Cowie’s suggestion is that such learning
is possible because of “the vast quantity of indirect or implicit negative
evidence about curries available” (p. 216). For example, burgers are called
‘burgers’, not ‘curries’; which suggests that burgers are not curries. And
“just as there are many sources of negative evidence in the data concerning
curries, so there must be substantial sources of negative evidence in the
data concerning language” (p. 222).

While Cowie does not claim that language-nativism is as implausible as
curry-nativism, she does think the case for language-nativism is somehow
weakened by the fact that we project beyond the primary curry data. Of
course, if anyone were to hold that nativism is established by the mere
fact that children generalize, Cowie is right to lampoon them. As we have
emphasized, however, projecting beyond experience is just one aspect of
language acquisition. Children also fail to project beyond their experience
in characteristic ways. It isthis fact that most impresses nativists. The
theoretical problem posed by human language learning is to explain why
children project beyond their experience just so far and no further; the spe-
cific “angle” of projection seems arbitrary (and idiosyncratic tolinguistic
projection). We see no parallel to this problem in the curry example, if only
because there is no known analog of the Binding Theory, or constraints on
displacement, for curries.

Still, it is worth considering the suggestion that learners may achieve
the target grammar by exploiting available negative evidence. We have
seen that by around age 3, children consistently adhere to linguistic con-
straints – and thus refrain from generalizing in ways that experience might
tempt them. In the absence of evidence of overgeneration in experimental
studies with 3–5-year-olds, we infer that children do not overgenerate.
Beyond a few anecdotes, there is no evidence that children commit system-
atic errors in forming Yes/No questions; in knowing when (not) to contract;
and in assigning the correctly limited range of meanings to pronouns. This
does not mean that children never make errors. Even adult language users
occasionally behave in ways that diverge from their remarkably stable
competence judgments. Researchers in child language thus commonly al-
low for a margin of error, due to experimental ‘noise’, generally set at 10%

work is relevant to his more general views. Rightly or wrongly, Chomsky takes the detailed
constraints that emerge from linguistic investigation to support his brand of nativism, the
argument for which has alwaysa posteriori; although Chomsky (1966) has also stressed its
connection with older philosophical arguments. We return to this point in the final section.
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of children’s responses. Assuming that such a margin for errors is reas-
onable, it is safe to say that experimental investigations have not revealed
violations of putatively universal principles of language. (See Bogen and
Woodward (1988) on the general issue of ‘noise’.)

Cowie conjectures, however, that children may initially overshoot the
target language before age 3. She holds that such children may hypothes-
ize grammatical principles that are not in the linguistic system of adult
language users. Having made this conjecture about the course of language
development, she then suggests that children may nevertheless recover
from their nonadult hypotheses on the basis of direct or indirect negative
evidence falsifying their erroneous grammatical hypotheses. Of course, if
her conjecture is incorrect, and children do not make grammatical errors
before age 3, then the issue is moot; even if negative evidence exists,
children would never need to avail themselves of it.

Suppose that children do make grammatical errors before age 3. Then
negative evidence must be availablein sufficient quantitiesduring the
early stages of language development. Abundant evidence is needed to
ensure thatanychild who makes an error can recover from it by age 3 (or
thereabouts). In considering the availability of negative evidence, Cowie
focuses on the structure-dependence of rules. She construes nativists as
assuming that “no evidence exists that would enable a three-year-old to
unlearn” mistaken (structure-independent) rules. But no reasonable nativ-
ist would endorse such a strong claim about all possible evidence. Cowie
quotes the following passage from Chomsky (1975, p. 31) as the basis of
her (p. 184) interpretation: “A person may go through a considerable part
of his life without ever facing relevant experience, but he will have no hes-
itation in using the structure-dependent rule, even if all of his experience
is consistent with [the structure-independent rule]”. But as this passage
makes clear, Chomsky is not claiming that nobodyeverhas relevant ex-
perience; the issue concerns the robustness of evidence, not its existence.
As Lasnik and Crain (1985) note, if relevant data are not robust, then at
least some (and perhaps many) children won’t come by them, and these
children will not converge on the grammar of the linguistic community.
But this does not happen; all (normal) children converge on the steady
state. Therefore, if convergence depends on there being relevant (positive
or negative) evidence, then the evidence must be available in abundance.

Suppose, to the contrary, that evidence falsifying the structure-
independent hypothesis for forming Yes/No questions is not available to
children, in abundance, before they reach their third birthday. Then many
children should be observed to make structure-independent errors. But
every 3-year-old that has been studied experimentally has been found to
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obey structure-dependence (Crain and Nakayama, 1984). So either chil-
dren never form structure-independent hypotheses (before or after age 3),
or there is abundant negative evidenceavailable to and used byvery young
children. Is there any guarantee that thereis abundant evidence that lets
all children learn that all linguistic principles are structure dependent?
According to Cowie, “. . . something like the requisite guarantee can be
provided when one reflects on the sheer size of the data sample to which a
learner has access” (p. 219). Of course, even if this turns out to be so for
Yes/No questions, the same question could be raised for every grammatical
constraint that children obey. But let’s consider the facts, including the
specific constraint in question, in a little detail.

The issue of Yes/No questions is interesting, as Chomsky (1971, 1975)
observed, because the actual rule for forming such questions appears to be
more complex than an alternative structure-independent process for ques-
tion formation. As Chomsky also observed, both structure-dependent and
structure-independent hypotheses are compatible with much of the input
that learners receive, i.e., sentences without embedding. For example, a
structure-independent hypothesis like ‘move thefirst auxiliary verb’ yields
the right results for questions like the following:

(32)a. Bill can play the sax. ⇒ Can Bill play the sax?

b. The sky is blue ⇒ Is the sky blue?

But the structure-independent hypothesis won’t always yield the right res-
ults. In (33), the subject NP isthe man who is beating a donkey. In the
corresponding Yes/No question, the main auxiliary verbis moves past
the subject NP, yielding (34). Fronting the first auxiliary verb, which is
embedded in the relative clause, is impossible; (35) is ungrammatical.

(33) The man who is beating a donkey is mean

(34) Is the man who is beating a donkey mean?

(35) ∗Is the man who beating a donkey is mean?

Since Chomsky himself draws attention to sentences like (33)–(34), his
view is presumably not that such word strings are never part of the primary
linguistic data, and therefore could not be used to expunge strings like
(35), if children produced them. But exegesis aside, Cowie is right to note
that such sentences are part of children’s input. So why do nativists bother
talking about Yes/No questions?
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For one thing, one might wonder whetherall children who form Yes/No
questions in an adult fashion have been exposed to (enough) evidence
of the relevant sort. But more importantly, the point is not merely that
the simple-minded word-order rule is wrong. As always, the Chomskian
nativist argument stresses the specific constraints governing grammatical
operations. In this case, the best linguistic analysis to date is that Yes/No
questions are formed by ‘local’ movement. The auxiliary verb that moves
is the inflectional head, I, of the projection IP. The movement takes the
auxiliary verb to the next head position, C, which is the head of the
Complementizer Phrase, CP. The process is depicted in (36). As (36)
indicates, such movement is subject to the Head Movement Constraint
(Travis, 1984). According to this constraint, heads of phrases can only
move locally. Movement of the auxiliary verb in the relative clause, as
in (37), would violate the constraint because such movement would cross
the heads of two other phrasal projections (circled in the diagram in 37).

(36) I to C movement
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(37) The Head Movement Constraint (I to C movement is blocked
by intervening heads).

The same principle explains the nonambiguity of our earlier example (5),
repeated here as (38).

(38) Was the child who lost kept away from the other children?

Given the Head Movement Constraint, the auxiliarywascannot have ori-
ginated in the relative clause. So (38) cannot have the following (perfectly
coherent) meaning: Was the child who was lost kept away from the other
children?

Suppose that young children initially form a structure-independent hy-
pothesis, instead of the I-to-C movement analysis, and then encounter
complex examples like (33) or (38). At this point, children are charged
with two tasks. First, they must modify their grammar to allow for I-to-C
movement, as in (36). When this is accomplished the learner will produce
adult Yes/No questions. But children face a second task. They mustalso
learn the Head Movement Constraint in (37). That is, children must also
learn theban on non-local movement of heads. Adding the rule for I-to-
C movement does not entail purging the incorrect structure-independent
process. For children who begin with a structure-independent hypothesis,
the existence of experience revealing the possibility of I-to-C movement
does not suffice to outlaw non-local movement. The non-local movement
option could co-exist alongside the local movement option in children’s
grammars. Until children come to know (37),both styles of question-
formation would be tolerated, and (38) would be ambiguous. The learnab-
ility problem facing children is how to learn from experience that non-local
movement is prohibited. This is why nativists bother talking about Yes/No
questions.
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We are not denying that children could learn that the hypothesis ‘move
the first auxilary verb’ is incorrect. One way would be to maintain a
case-by-case record of the constructions attested in the primary linguistic
data. Another possibility is that children could exploit negative evidence;
perhapschildren retreat from overgeneration by ‘figuring out’ that the
grammar contains no structure-independent rules. For reasons we discuss
below, these solutions are unlikely on computational and more general psy-
chological grounds. But the question of eliminating errors misses the mark.
We want an account of the fact that every language, and therefore every
learner, enforces a ban on non-local movement of the heads of phrases;
that, in English, contraction ofwantandto is prohibited in questions where
the Wh-phrase is interpreted in the subject position of an infinitival clause,
and is-contraction is prohibited when the Wh-phrase is interpreted in the
position following it; and that referential dependencies are restricted in
both declaratives and in strong crossover questions.

To sum up the present discussion, nativist arguments concerning the
structure-dependence of rules are not the howlers that Cowie makes them
out to be. The point is not that childrencouldn’t falsify a grammar that is
governedsolelyby linguistic operations that appeal solely to the linear or-
der of words in strings of words. The point is that the falsifying evidence is
not obviously robust in the required way, and more importantly, all normal
children know (and know early) that their grammar does not include any
strictly linear word-order rules. Again, facts about ungrammaticality and
unambiguity matter, and we are owed an account of how children could
learn such facts.12

6. DIRECT AND INDIRECT NEGATIVE EVIDENCE

Only negative evidence, or some substitute for it, can inform learners that
they have overshot the target language. If learners overgeneralize on the
syntactic paradigms illustrated in Section 4, then they will have grammars
that generate supersets of the word strings of adult-English. So, if there

12 Historically, focus on structure-dependent rules was associated with a theoretical
shift from phrase-structure theories to transformational theories governed by constraints.
But it is also worth remembering that acoustic strings do not have intrinsic syntactic
structures. Such structure is imposed (or “projected”) by speakers. Consider the familiar
analogy of necker cubes, which normal humans “see” as three-dimensional. This kind of
projection contrasts with traditional induction, where mind-independent phenomena (e.g.,
gravitation) give rise to data (e.g., observed motions of planets) that provide a basis for
nondemonstrative inferences about the phenomena in question (e.g., that it is governed by
an inverse-square law).
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is insufficient evidence that such grammars are too strong (in relevant
respects), children do not overshoot in the first place. (Or at least their
eventual retreat to the adult grammar is not driven by learning.) As we have
already mentioned, there is only anectodal evidence ofanyovergenerating
in the literature on child syntax or semantics, although there is evidence of
overgeneration in the acquisition of morphological processes such as form-
ing the past tense of a verb. Still, it worth examining the idea that children
exploit negative evidence, if only to emphasize that language acquisition is
not a general induction problem. After briefly considering the availability
of direct negative evidence (ungrammatical expressions labeled as such),
we address some claims about more subtle (implicit) forms of negative
evidence.

Over the past 30 years, many researchers have examined whether
children receive various forms of negative reinforcement for ill-formed
sentences. Among the earliest studies was that of Brown and Hanlon
(1970), who analyzed hours of tapes of children interacting with their
parents. Children were rewarded, with attention and approval from their
parents, when what they said wastrue; and approval was forthcoming,
even if the children’s utterances were ungrammatical. If a two-year-old
child said, “Doggie sit chair” and the dog was sitting on the chair, the
parent might have said, “Yes, that’s right”, as opposed to “No, don’t say
it that way, say:The doggie is siting on the chair”. But suppose the child
said, “Johnny got a cookie”, which is perfectly grammatical, when in fact
Johnny didn’t get a cookie. Then the parent would reject the utterance and
reply “No, he didn’t”. Adults may reward children selectively for what
they say; but the pattern of rewards does not explain how children might
learn aboutgrammaticalerrors.

Other researchers have reached the same conclusions (e.g., Bowerman,
1988; Brown and Hanlon, 1970; Morgan and Travis, 1989; Marcus, 1993).
Bowerman (1988) argues that what little negative evidence has been un-
covered to date is irrelevant for the specific cases of overgeneration that
are attested in the literature on child language. Slobin (1972) concludes
that children are not corrected for ungrammatical utterances in many of
the societies studied by his research group. Pinker (1990) concludes that

When parents are sensitive to the grammaticality of children’s speech at all, the contin-
gencies between their behavior and that of their children are noisy, indiscriminate, and
inconsistent from child to child and age to age. (p. 217)

Moreover, even if negative evidence were available, children may not avail
themselves of it. There is no evidence showing that children exposed to
negative evidence use it to purge their grammars of incorrect hypotheses
(see Newport et al., 1977).
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Cowie cites studies showing that mothers of 2-year-olds repeated (and
usually corrected) their children’s ill-formed utterances 21% of the time,
but mothers repeated their children’s well-formed utterances only 12%
of the time, a significant difference. Similar findings were reported in a
study by Demetras et al. (1986). A study by Bohannon and Stanowicz
(1988) found that over 70% of parents’ recasts and expansions follow
children’s ill-formed sentences, and 90% of their exact repetitions follow
well-formed expressions. However, only 34% of children’s syntactic errors
were followed by any form of feedback. As Cowie remarks, “the differ-
ent kinds of response distinguished by Bohannon and Stanowicz do not
correlate anywhere near perfectly with the well-formedness of children’s
utterances”. Nevertheless, Cowie says that such studies are “of critical
importance to our understanding of language acquisition”. Because they
“show thatnegative data– explicit information as to what sentences are not
– do existin the child’s environment, albeit in a noisy form. As such, they
do much to resolve, at least in principle, the Logical Problem of Language
Acquisition” (p. 234).

We are not similarly enamored by the existence of ‘noisy’ negative
evidence for some children, at some ages. It needs to be shown that such
data are available to all children (at the right ages) and that the data correl-
ate with children’s recovery from errors.13 Moreover, one needs to specify
just which informational content children assess by using statistical meth-
ods. It may be statistically significant that 70% of parental recasts follow
ill-formed expressions, while 30% follow grammatical expressions. But
are children sensitive to this difference? Are the threshholds for signifi-
cance for a child the same as for a statistician? Moreover, for children to
use relative frequencies of the sort cited as a means of ruling out grammat-
ical hypotheses, they must somehow represent their previous utterances.

13 In this regard, studies by Cazden (1972) and by Nelson et al. (1973) found that chil-
dren who received expanded parental input fared no better through the course of language
development than children who did not. Cowie responds by pointing out that if grammat-
ical change takes place in small steps, with recovery from different errors taking place
at different times, then one would not expect to find an overall correlation between the
availability of negative evidence and children’s grammatical advances. But small steps in
the course of acquisition makes the paucity of negative evidence more problematic, not less
problematic. To the extent that negative evidence (expansions, misunderstandings, recasts)
is not consistently available throughout the course of development, it is less likely to be
the source of error correction, precisely because the relevant evidence for correcting any
particular error is less likely to be available at that stage of development at which it would
be most useful. (Similarly, Cowie misconstrues the common idealization to “instantan-
eous” learning: nativists are not helping themselves to an illicit premise, but rather letting
empiricists assume that any evidence the child encounters is available for computation at
any stage of learning.)
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Cowie suggests that children keep a record of the “rules” or “structures”
that they have used. We turn next to the plausibility of this assumption.

Even if noisy negative evidence can falsify erroneous grammatical hy-
potheses, the existence of such evidence (for some children at some ages)
doesn’t begin to explain how every child converges on a rich and complex
target grammar before they attend grammar school. Indeed, while Cowie
stresses the existence of negative evidence, she eventually admits that not
all children experience it:

. . . the fact that some children may be denied useful feedback does not indicate that those
who are lucky enough to receive it do not exploit it in their acquisition of language.. . . For
there is no reason to insist that all children must make use of the same sorts of evidence to
the same extent. . . . A child who lacks feedback will place greater reliance on other sources
of negative evidence . . . (p.232)

But this admission makes a mystery of the fact that all children acquire
the target grammar, unless the “other” sources of negative evidence are
ubiquitious and would lead any normal child to the target grammar. This is
important, since Cowie never says how negative evidence can aid children
in learning specific linguistic constraints. We see no reason to suppose that
adult responses to ill-formed utterances could help children recover from
errors of overgeneration, if children initially overgenerate in the course of
learning the relevant constraints.

6.1. The Uniqueness Principle

This brings us to a consideration of putative substitutes for direct negative
evidence. To illustrate how errors might be corrected using indirect negat-
ive evidence, Cowie offers an example of a girl, Edna, who sees her father
drop a cup off a table. Edna’s father then remarks on what happened:

(39) Father: I caused the cup to fall from the table.

Upon hearing her father’s description of the event, Edna engages her cur-
rent linguistic system and determines that she would describe the same
event as in (40).

(40) Edna: I falled the cup off the table.

Cowie suggests that the mismatch between the string generated by Edna’s
father and the one generated (silently) by Edna constitutes evidence that
some property of her grammar must be jettisoned and replaced with some-
thing else. Somehow, Edna identifies the faulty rule or structure in her
system, and replaces it with a rule or structure that generates (39).
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But this assumes that Edna won’t modify her grammar to allow forboth
(39) and (40); for the example to work, (39) must dislodge (40). Hearing
(39) might simply lead Edna to a grammar with two ways of expressing
the same message, as in (41).

(41)a. I caused the cup to fall from the table.

b. I falled the cup off the table.

In short, for Cowie’s scenario for ‘unlearning’ to work, children need to
assume some kind a principle like the following (Wexler, 1979; see Clark
(1987) for an extensive review):

The Uniqueness Principle:Different linguistic forms express
different messages.

Given this assumption, perhaps encountering (39) would indeed lead Edna
to a grammar that excludes (40).14 Perhaps some mechanism purges gram-
mars of “redundant” lexical items that express the same meaning. As
noted earlier, a variant of the uniqueness principle has been invoked to
explain how children purge their lexicons of non-adult forms like “goed”
and “foots” (see Pinker (1984)). As Fodor and Crain (1987) point out,
however, the same solution is highly implausible as an explanation of how
learners abandon erroneous syntactic principles. For example, recall the
wanna-contraction paradigm. We cannot detect even a subtle difference in
meaning between the (a) and (b) expressions in (42) and (43).

(42)a. Why does Arnold want to make breakfast?

b. Why does Arnold wanna make breakfast?

(43)b. Who does Arnold want to make breakfast for?

b. Who does Arnold wanna make breakfast for?

(44)a. Who does Arnold want to make breakfast?

b. ∗Who does Arnold wanna make breakfast?

Adults may or may not contract in certain linguistic contexts, in apparent
conflict with the uniqueness principle; so while contraction is impossible
in (44), this isnot because the meaning of (44a) somehow ‘blocks’ (44b)

14 The issue is unclear, since ‘x broke y’ and ‘x caused y to break’ differ slightly in
meaning; and in any case, adult English allows for the latter construction, which is no
more stilted than (39).



NATURE, NURTURE AND UG 171

via uniqueness. Hence, if Edna had incorrectly overgenerated, hypothesiz-
ing thatwanna-contraction is always possible, it can’t be the uniqueness
principle that would help her retreat from the error. Other examples of
contraction make the same point.

Nor would the uniqueness principle help a child acquire Principle C of
the Binding Theory. Recall that (45) is ambiguous, while (46) is not:

(45) The Ninja Turtle danced while he ate pizza.

a. The Ninja Turtlei danced while hej ate pizza

b. The Ninja Turtlei danced while hei ate pizza

(46) He danced while the Ninja Turtle ate pizza.

a. Hei danced while the Ninja Turtlej ate pizza

b. ∗Hei danced while the Ninja Turtlei ate pizza

How is the child to learn this constraint (and others) on possible interpret-
ations of pronouns? Whatever utility the uniqueness principle may have
in the domain of verbal morphology, it does not have the same utility
as an account of how learners come to know that (44b) and (46b) are
ungrammatical; but to correct overgeneration, this is just what is needed.
Moreover, at the level of sentences, semantic uniqueness assumptions are
independently implausible. Consider apparently synonymous pairs like
There are three men in the garden/Three men are in the gardenor The
store doesn’t carry meat or potatoes/The store doesn’t carry meat and the
store doesn’t carry potatoes. Thus, our conclusion continues to be that of
Fodor and Crain (1987, p. 49):

The Uniqueness Principle may very well be an important factor in the acquisition of phon-
ology, and of lexical rules, and perhaps even of some ’pure’ syntactic rules. But it fails
for other important syntactic phenomena . . . the Uniqueness Principle will not substitute
for direct negative data in all the cases in which it would be needed if learners did have a
systematic tendency to overgeneralize rules.

6.2. A Record of Attested Structures

Cowie proposes another substitute for (direct) negative evidence: The non-
occurrence of predicted strings. She suggests that “the non-appearance
of a string in the primary data can legitimately be taken as constituting
negative evidence” (p. 223). For example, people don’t produce utterances
like (47b):

(47)a. The table is tough to dance on.

b. ∗On the table is tough to dance.
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To exploit this fact about adult usage, children would need to (keep ac-
curate records of and) combine the rules or structures previously used to
generate/interpret expressions with a sensitivity to theabsenceof strings
like (47b). This requires representing absences; therefore, it presents a
resource problem: Unless children know in advance which absences to
look for, they would have to maintain records for all kinds of information
that can be extracted from the input, includingmuchinformation that will
prove irrelevant for grammar formation. Since the grammatically relevant
information is often subtle, children would have to be constantly recording
potential cues – and determining their relevance.

For example, consider how children would represent the absence of
wanna-contraction in the kinds of Wh-questions discussed in Section 4
(i.e., where contraction is prohibited when extraction is from the subject
of an infinitival complement clause). Children would need to distinguish
between word strings that differ in the nature of the Wh-phrase; as we
saw,wanna-contraction is permitted in ‘why’ (adjunct) questions, but not
in ‘who’ or ‘what’ (argument) questions. In ‘who’ and ‘what’ questions,
moreover,wanna-contraction is permitted if the verb followingwannais
transitive, but only if the site of extraction of the Wh-phrase follows the
verb, rather than precedes it. Therefore, children must encode the distinc-
tion between subject and object position, as well as between transitive and
intransitive verbs. In the simplest case, children would require a learning
algorithm that operates on labeled strings of words of length 6 (Wh-phrase,
auxiliary verb, subject NP,want, to, verb).

To take another example, adjectives and verbs have different ‘control’
properties, as illustrated in (48)

(48)a. John is easy to please. (∗John is easy to please Mary)

b. John is eager to please. (John is eagerto please Mary)

In (48a), ‘John’ is semantically associated with the object of ‘please’ (cf.
It is easy for us to please John). In (48b), ‘John’ is semantically associated
with the subject of ‘please’. What statistical information lets children ab-
stract this fact? And howmanyregularities would children have to consider
to find the relevant ones? Similarly, auxiliary verbs are raised in English,
but main verbs are not. Does this mean that young children keep records
statistical records of which verbs raise?

Learners would also need to keep records of “higher-level” categories,
to form the correct generalizations about displacement operations. For ex-
ample, the learner cannot take extraction from a position in main clause as
evidence that extraction is also possible from that position in a subordinate
clause, because some languages only permit extraction from main clauses.
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Similarly, auxiliary verbs are raised in main clauses, but not in subordinate
clauses. And one can topicalize a prepositional phrase, but not a tensed
verb phrase:I said John would run into the room, and into the room he
ran; but cf. I said John ate beans and eat (∗ate) beans he did. As these
examples indicate, in the absence of an account of how linguistic absences
could affect the child’s grammar, Cowie’s suggestion seems to imply that
children record all possible grammatical distinctions, and then figure out
which ones adults use. Not even trained linguists proceed in anything like
this exhaustive fashion (see Fodor and Crain (1987, p. 51)).

Of course, we cannotprovethat this substitute for negative evidence is
not utilized by children. But we think it is a highly implausible solution to
the logical problem of language acquisition. Itmight be that children are
gifted linguists (but not gifted physicists or musicians) whoall construct
the sameterrific theory, despite their different histories and intellectual
powers. But we see no reason to believe this apart from ana priori
commitment to empiricism.

6.3. The primary linguistic data

One might think that we are being overly pessimistic about the data avail-
able to children. Empiricists often point to caretaker speech (sometimes
called “Motherese”) as special sources of evidence for learners. Cowie
cites literature showing that caretakers simplify their speech to children.
There are almost no grammatical errors, and caretakers provide cues that
make structures transparent, including rising intonation. But as Newport et
al., 1977, p. 112) remark:

the finding that Motherese exists cannot by itself show that it influences language growth,
or even that this special style is necessary to acquisition – despite frequent interpretations
to this effect that have appeared in the literature. After all, Motherese is as likely an effect
on the mother by the child as an effect on the child by the mother.

However, while Cowie stresses the characteristics of parental input that
have been called “intelligent text presentation” (Levelt, 1975, p. 15), she
denies that parents avoid ‘complex’ structures. She contends that parental
speech to children contains abundant evidence of sentential embedding,
including examples of the sort needed to confirm the adult rule for form-
ing Yes/No questions. In support of this claim, Cowie appeals to a study
by Pullum (1996) based largely on theWall Street Journal.While ac-
knowledging that theWall Street Journal(WSJ) is not an ideal source of
evidence about the constructions young children encounter, Cowie main-
tains that such sources “may nevertheless be considered representative” of
the primary linguistic data (p. 186). Cowie cites the following quote from
Pullum:
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[we] have no reason to assume that we will get an unrepresentative sample of the syntactic
types of questions that would come up in natural contexts in front of children if we simply
look for question marks in the WSJ corpus. Speakers of English simply do not have enough
conscious control over the syntactic properties of the questions they ask to make such a
source unrepresentative. (Pullum, 1996, p. 507)

The conclusion that theWall Street Journalis representative of children’s
input hinges on the assumption that caretakers do not simplify their speech
to children. However, it is pertinent to note that empiricists have argued
against innate linguistic knowledge, on the grounds that caretakers do sim-
plify their speech to children. For example, Brown (1977, p. 20) remarks
that

it has turned out that parental speech is well-formed and finely tuned to the child’s psycho-
linguistic capacity. The corollary would seem to be that there is less need for an elaborate
innate component than there at first seemed to be.

A similar claim is made by Horning (1969, pp. 15–16):

[t]he child is not initially presented the full adult language he is ultimately expected to
learn. Rather, he is confronted with a very limited subset, both in syntax and vocabulary,
which is gradually expanded as his competence grows. We should not expect our inference
procedures to perform well when confronted directly with complex languages.

Another example, from Levelt (1975, p. 20), summarizes studies by Sachs
et al. (1977), and Snow (1977):

From these studies it appears that adults in addressing children use short, simple sentences
with little embedding. . . . It should . . . be obvious that from the purely syntactic point of
view the urge for strongly nativist assumptions has been diminished by these findings.

Cowie and Pullum reach just the opposite conclusion, claiming that care-
taker speech to children iscomplex, thereby reducing the need for innate
principles of grammar. Skeptics might begin to wonder just how empirical
the arguments for empiricism are. Of course, Cowie is not responsible for
past empiricists; and we cannot prove that parents do not effectively read
the WSJ to children, and that children, in turn, do not effectively scour
the text for any potentially relevant information. But we would like to see
some reason for thinking that any of this istrue. More importantly, we
would like to see how the WSJ would help 2-year-olds acquire grammars
with the specific constraints that are respected by 3-year-olds.

7. EXPERIENCE-DEPENDENT LEARNING ALGORITHMS

Nativists are often accused of unfairly assuming that their opponents do
not endow learners with mechanisms for determining the deep regularities
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(and unobservable syntax) of language. Cowie claims “that empiricist ap-
proaches to learning possess resources that have hitherto not been properly
appreciated . . . ” (p. ix). Thus, we briefly consider some of these resources,
the general character of which, we think, has been properly acknowledged
by many nativists.

The empiricist approach to learning assumes a corpus-based, induct-
ive approach to learning. This approach to language learning maintains
that children’s grammatical hypotheses are securely tied to their primary
linguistic data. Let us refer to this class of models as the Input Match-
ing model. The Input Matching model places little, if any, emphasis on
innately specified linguistic knowledge as a source of children’s grammat-
ical hypotheses. Instead, general-purpose learning algorithms are assumed
to underlie language learning, as well as other cognitive processes. One
example of the Input Matching model is the Competition Model of
MacWhinney and Bates (1989); the general idea is relatively clear from
Hume (1739).

According to the Competition Model, a learner relies on ‘cues’ from
the input to form simple recurrent networks, which are designed to at-
tend to transitional probabilities in the input (how likely one item is to
follow another); these networks are the hypothesized ‘grammars’. The
networks are sensitive to statistical ‘information’ or ‘cues’ inherent in
speech. Examples of cues include word order, morphological agreement
between linguistic items, and semantic plausibility. The learner comes to
place more or less weight on different cues according to their availabil-
ity in the linguistic environment. These differences allegedly account for
cross-linguistic variation and for variation among speakers of the same
language.

Recent research findings demonstrate children’s sensitivity to at least
some statistical and distributional properties of the linguistic input. Cowie
cites a study by Read and Schreiber (1982), which showed that 7-year-
olds are sensitive to structural notions like subject noun phrase, as long
as the phrases contain more than one word. Cowie also cites Saffran et al.
(1996), who showed that infants can learn word boundaries by attending to
statistical properties of the input. This is of genuine interest. But Cowie’s
subsequent argument appears to be as follows: (i) there is evidence that
children are sensitive to “statistical or distributional properties of linguistic
inputs during language learning” (p. 192); (ii) children are sensitive to
structural notions like subject noun phrase; so (iii) there is “good evid-
ence that they are perfectly well able to acquire the ‘abstract’ syntactic
concepts that they need to form [structure-dependent] hypotheses through
statistical analysis of the speech they hear around them” (p. 193). This is a
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non-sequitur, without the question-begging assumption that the statistical
sensitivities children possessare relevantly likethe statistical sensitivities
they would need to possess in order to learn thespecificgrammatical con-
straints in question. (Perhaps this is not the argument Cowie intends. She
also suggests agnosticism in various places; and we agree that the falsity
of empiricism has not been demonstrated. But we don’t think the absence
of proof is reason for agnosticism.)

In any case, no one doubts that children use experience-dependent
mechanisms to learn some aspects of language. Children who grow up in
an English-speaking community learn to speak English; those who grow
up in a Basque-speaking community learn to speak Basque. Saffran, Aslin
and Newport showed that 8-month-old children could exploit statistical
learning mechanisms to extract information about transitional probabil-
ities from the input. Infants infered the existence of word boundaries
between three-syllable nonsense “words”, by using some such experience-
dependent mechanism. Sequences of syllables that crossed a word bound-
ary were not treated as a “word” during the post-test phase, because there
was a lower probability for a sequence of syllables to be repeated if it
crossed a word boundary than if that sequence was part of a “word”. Ac-
cording to Cowie, it is reasonable to infer that syntax can be acquired using
the same kinds of statistical learning mechanisms.

In evaluating such claims, it is important to know what experience-
dependent mechanisms cannot do. Connectionist or parallel distributed
processing networks rely on local regularities – i.e., changes in the “con-
nection between one unit and another on the basis of information that is
locally available to the connection” (McClelland and Rumelhart, 1986, p
214). According to McClelland and Rumelhart (1986, p 214), such mod-
els “provide very simple mechanisms for extracting information from an
ensemble of inputs without the aid of sophisticated generalizations or rule-
formulating mechanisms”. But in a recent series of papers, Gary Marcus
(1998, 1999; also see Smith, 1996) has shown that while such mechanisms
are capable of extracting information about transitional probabilities, they
are ill-suited to learning many other properties of languages.15

15 For example, at the earliest stage at which children can be tested, they are found to
assign an exclusive-or interpretation to sentences with disjunction in appropriate linguistic
contexts (Chierchia et al., 1999). Marcus (1998) demonstrates that the simple recurrent
network included with the handbook toRethinking Innateness(Plunkett and Elman, 1997)
cannot model the parity function, which is equivalent to the exclusive-or interpretation.
(The function to be learned yields the answer “true” just in case there is an odd number
of 1s in the input; e.g.,10 is “true” but 11 is “false”.) Marcus trained the network on
15 of the 16 possible inputs in a four-bit version of the problem. When the model was
tested on the 16th pattern, the parity function (= exclusive-or) was not generalized to the
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There is a second inadequacy with experience-dependent learning
mechanisms that rely on localist error-correction algorithms, such as the
back-propagation algorithm. In extracting information based on local con-
nections, these mechanisms do not generalize beyond the training set.
Consider the formation of past tense using -ed. The Rumelhart and Mc-
Clelland (1986) model applied generalizations, in much the way children
do, to many novel items that resembled words that had appeared in the
training set. For example, suppose thatsing, sangandwalk, walkedwere
in the training set. The outputs for the novel inputsmalkandspling were
malkedand splang. Marcus notes, however, that when the novel inputs
did not resemble items in the training set, the outputs were nothing like
those that humans would produce: the past tense of the novel wordfrilg
was freezled, and the past tense ofploanth was bro. This last example
is particular insightful. Presumably, the novel input formploanth is quite
unlike anything in the training set. Consequently the experience-dependent
learning algorithm has difficulty associating a past tense form to it. Its best
guess is that the past tense form is quite unlike anything in the training set;
the result isbro.

It is also worth noting that experience-dependent learning mechanisms
can form generalizations that humans cannot form. Consider again the
Read and Schreiber study. As Cowie points out, 7-year-old children are
sensitive to structure-dependent aspects of language. Read and Schreiber
also showed that 7-year-olds children cannot learn structure independ-
ent rules, like ‘drop the first four words of a sentence’. Similarly, Smith
and Tsimply (1995) showed that adults are unable to learn a structure-
independent rule of emphasis formation. To the extent that experience-
dependent learning mechanisms can form structure-independent gener-
alizations, they are quite unlike humans. If children and adults cannot
(in any natural way) form structure-independent generalizations, this also
casts serious doubt on Cowie’s suggestion that children initially form
structure-independentand structure-dependent hypotheses, later expun-
ging structure-independent hypotheses on grounds of empirical coverage.
There is no reason to believe that children form structure-independent
hypotheses atany stage of language development. As Smith (1996, p. 7)
concludes, “structure dependence is the prerequisite to, not the outcome
of, language acquisition”.

novel input in most instances. More likely than not, the network responded incorrectly. For
example, suppose the novel input was1111. The correct response is “false” as anyone can
see. However, the network responds “true” because this response was given to all of the
inputs that were most similar to the novel input during the learning phase (e.g.,1110, 1101,
1011, 0111).
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As we have stressed, we don’t see how statistical probabilities of oc-
currence provide a basis for learning constraints. Experience-dependent
learning algorithms fail to explain several other linguistic phenomena.
They also fail to explain how children set linguistic parameters to values
that generate linguistic structures that are not attested in the input. (We
provide an illustration shortly.) In addition, such algorithms are sensitive
only to ‘local’ statistical regularities, whereas human languages exhibit
various ‘nonlocal’ dependencies. Another example of a ‘long distance’
dependency is the displacement of a Wh-phrase from a verb phrase with
which it must agree in number:

(49)a. Which leader did Clinton say Milosovic thinksis friendly to
Serbia.

b. Which leaders did Clinton say Milosovic thinksare friendly to
Serbia.

In short, experience-dependent models can learn some things that children
learn, but this is as far as the analogy goes. Such models are evidently
incapable of learning some things that children do learn, and they are
evidently capable of learning things that children cannot learn.

8. THE CONTINUITY HYPOTHESIS

We have spoken throughout of children achieving a stable state, GL, which
is an adult grammar. But what of the less stable states children pass through
in the course of acquiring the target grammar, GL? Initially, one might not
think of these states of transition as grammars. For it can seem that children
do not display full competence in any human language; at best, they have
an imperfect grasp of the local language. From the perspective we have
been urging, however, many aspects of adult grammar are innate and in
place at a very early age. These innate linguistic principles define a space
of possible human languages – a space the child explores, influenced by
her environment, until she stabilizes on a grammar equivalent to that of
adults in her linguistic community

If this is correct, then at least as an idealization, language acquisition
is a process of language change. At any given time children are speaking
a possible human language, just not the language spoken around them.
(Cf. Chomsky’s (1986) rejection of E-languages.) Even if the known adult
grammars constitute only some of the possible human grammars, one ex-
pects to find that many “childish linguistic errors” arise because children
are trying out grammars with features found in adult languages elsewhere
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on the globe. If this expectation is confirmed, it provides dramatic support
for nativists. Learning theorists will be hard pressed to explain why English
children should produce constructions exhibited in (say) German but not
English – especially if children do not produce constructions of the sort
that would violate (say) the Head Movement Constraint. On the other hand,
nativists can make sense of children in Kansas trying out languages that
are not English, yet never trying out languages that violate principles of
Universal Grammar; similarities between child-English and adult-German
are as unsurprising as similarities between cousins who have never met.
So while differences between child language and adult language might ini-
tially seem to tell against nativism, faith in nativism leads to the discovery
of surprising facts that learning theories would never expect.16

On this view, children’s “errors” are not simply failures to match adult
input. Indeed, talk of “errors” here may have outlived its usefulness, except
as a way of noting that a child’s course of language acquisition – achieving
the stable adult state – has not yet ended. In a more interesting sense,
children are not merely speaking adult English badly; like monolingual
speakers of Japanese, they are speaking a foreign language. An example of
children’s non-adult (but UG-compatible) productions is the “medial-Wh”
phenomenon. Using an elicited production task, Thornton (1990) found
that about one-third of the 3–4 year-old children (of English-speaking
parents) she interviewed consistently inserted an ‘extra’ Wh-word in
their long-distance questions, as illustrated in (50) and (51) (Crain and
Thornton, 1998; Thornton 1996).

(50) What do you think what pigs eat?

(51) Who did he say who is in the box?

This “error” by English-speaking children is presumably not a response to
the children’s environment, since medial-Wh constructions are not part of
the primary linguistic data for children in English-speaking environments.
However, structures like (50) and (51) are attested in many languages, such
as Irish and Chamorro (Chung, 1994). An example from German is given
in (52).

(52) Weri glaubst du weri nach Hause geht?

Who do you think who goes home?
16 When Newtonians used the apparently anomalous orbit of Uranus to correctly predict

the existence and location of Neptune, that was a serious confirmation of the theory. Sim-
ilarly, it tells favor of nativism if children go through stages of similarity to adults in other
countries.
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The medial-Wh phenomenon accords with the continuity hypothesis. And
further investigation shows that this similarity to a foreign language runs
deep. For both adult Germans and American children, lexical Wh-phrases
cannot be repeated in the medial position. German-speaking adults judge
(53) to be unacceptable, and English-speaking children never produce
strings like (54), as indicated by the ‘#’.

(53) ∗Wessen Buchiglaubst du wessen Buchi Hans liest?

Whose book do you think whose book Hans is reading?

(54) #Which Smurf do you think which Smurf is wearing roller skates

Instead, children shorten the Wh-phrase or omit it altogether, as in (55).

(55) Which Smurf do you think (who) is wearing roller skates.

Similarly, children never used a medial-Wh when extracting from in-
finitival clauses. Nor is this permissible in languages that permit the
medial-Wh.

(56) ∗Who do you want who to win?

Indeed, insertion of medial-Wh in infinitival complements is universally
ungrammatical. So in German, a long-distance structure would be used:

(57) Wen versucht Hans anzurufen

Whom is Hans trying to call?

This complex pattern of linguistic behavior suggests that many children
of English-speakers go through a stage at which they speak a language
that is like (adult) English in many respects, but one that is like German
(Irish, Chamorro, etc.) in allowing for the medial-Wh. There is nothing
wrong with such a language; it just so happens that adults in New York
and London do not to speak it. But it is quite striking that the children of
such adultsdon’t emulate their parents in this respect. Instead, the children
speak like foreigners for a little while. Yet these children don’t diverge
from their parents with respect to the Binding Theory, the Head Movement
Constraint, and many other linguistic constraints. Once again, empiricists
lack an account of why children project beyond the datain certain ways
but not others.

A systematic development of the evidence for the continuity hypothesis
is beyond the scope of this paper. Our aim here has been to note a rich
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source of data, ignored by Cowie and others, that nativists can draw on to
provide independent support for their postulation of innate linguistic prin-
ciples that define the space of possible human languages. Absent plausible
alternatives for why children produce medial-Wh constructions, it seems
that children project UG-compatible hypotheses, rather than formulating
hypotheses on the basis of linguistic experience. Far from disconfirming
nativism, the non-adult linguistic behavior of children suggests that chil-
dren do not attempt to match their hypotheses to the input (as advocates of
empiricist approaches to learning contend). Rather, linguistic input seems
to guide children through a space of hypotheses made available by Uni-
versal Grammar, subject to the (severe) constraints of Universal Grammar.
In the course of language development, children are free to project unat-
tested hypotheses, so long as incorrect hypotheses can later be retracted on
the basis of positive evidence. Again, experience matters, but not because
children induce the adult grammar from the primary linguistic data. Rather,
these data are part of what determines the (normal) child’s path through an
innately specified space of languages, until the child hits on a grammar
sufficiently like the grammars around her, with the result that further data
no longer prompts further language change.

9. CONCLUSION

According to nativists, children acquire stable states of linguistic com-
petence that are significantly underdetermined by experience, even given
optimistic assumptions about children’s nonlinguistic capacities to for-
mulate and test hypotheses. If this is correct, language presents theorists
with an instance of Plato’s Problem: how can humans know so much,
in some domains, given so little evidence? Chomsky (1986) explicitly
draws a parallel between children acquiring language and Meno’s servant,
who quickly demonstrates mastery of certain geometric theorems, given
suitable prompting. No human has ever seen a (perfect) triangle; yet any
normal thinker can come to see that the Pythagorean Theorem is true.
Similarly, lack of experience with large numbers does not keep one from
knowing that there are infinitely many primes. Such knowledge seems to
come “from within”; it seems to be rooted in cognitive resources, common
to all human thinkers, as opposed to environmental experience. Nativ-
ists argue, citing poverty of stimulus considerations, that many aspects of
natural language grammars belong in this category.

There is, however, a recurrent temptation to think that language presents
theorists with an instance of Hume’s (or Goodman’s) Problem: How can
thinkers ever (justifiably) settle on a generalization that goes beyond the
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data, even given a lot of evidence? Given a thousand green emeralds,
and no nongreen emeralds, it seems reasonable to infer that all emer-
alds are green. But as Hume (1739) stressed, any such inference will be
nondemonstrative. Future experience might, without being ‘contrary to
reason’, reveal any number of blue emeralds. Nor can one simply declare
that inferences of the following form are reasonable: Many Es have been
observed, and all the Es observed to date are G, so all Es are G. Replacing
‘E’ with ‘emerald’ and ‘G’ with Goodman’s (1965) predicate ‘grue’ yields
a manifestly unreasonable inference. (An object x is grue, iff x is green and
examined prior to 2001 or x is blue. Hence, all emeralds observed to date
are grue; yet many emeralds – i.e., those that will not be examined before
2001 – are not grue.)

Cowie points out, in various ways, that generalizing typically involves
going beyond the data in nondemonstrative ways; hence, the mere fact
that children go beyond the data in nondemonstrative ways does not show
that children are not acquiring language by generalizing on the data they
receive. This is true, but irrelevant. Induction problems arenotgood analo-
gies for acquiring grammars with the features that nativists emphasize. For
the problem does not concern an inference from a large body of data that
intuitively confirms a generalization G to acceptance of G. The problem
concerns acceptance of a generalization whose epistemic relation to the
data is tenuous at best. In this regard, analogies to geometry are apt: exper-
ience can play a triggering role, without providing any basis for induction.
Of course, language differs from mathematics, in that some aspects of
grammars are learned; and if one focuses on those aspects of grammar that
are plausibly extrapolations of the primary linguistic data, it is tempting to
think that children induce their grammar from the input. But even if many
aspects of grammar are induced, other aspects appear not to be.

In short, the existence of Humean/Goodmanian extrapolation does not
establish nativism, but nativists donot merely point to such extrapola-
tion.17 The nativist argument concerns particular features of grammar –
e.g., conformity to the principles of Binding Theory, or the Head Move-
ment Constraint – such that the PLD does not provide any plausible basis

17 Nor is the nativists’ argument that certain principles are respected in all known lan-
guages, and that this implies innateness. There are any number of reasons why a feature
might be exhibited in all languages. But if alllearnersrespect the same substantivecon-
straintsnot evidenced in their PLD, that is an argument for innateness. Some empiricists
may insist that all knowledge is a posteriori. But given (inter alia) logic and mathematics,
we see no good reason for adopting this view. While Quine (1953) justly criticized a certain
conception of the analytic, he provided no good argument for the nonexistence of a priori
knowledge; see Rey (1998).
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for extrapolation to grammars with these features. (Thus, the arguments for
linguistic nativism aremuchbetter than the arguments for curry nativism.)

One can challenge the nativists’ premises about human linguistic com-
petence, and/or the PLD utilizable by normal children. But given these
premises, motivated by the daily work of descriptive linguistics, language
acquisition is not merely a matter of Humean/Goodmanian extrapolation.
Thus one cannot reply to Chomskian nativists by noting that empiricists
allow for induction. As we have seen, children apparently present linguists
with an instance ofPlato’s problem instead; grammars project beyond the
PLD in ways that the PLD do not even suggest. Until empiricists show how
specific principles – like the Head-Movement Constraint and the Binding
Theory – can be learned on the basis of the primary linguistic data, innate-
ness hypotheses will continue to be the best available explanation for the
gap between normal human experience and the linguistic knowledge we
all attain.
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